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Consider a general quantum stochastic source that emits at discrete time steps quantum

pure states which are chosen from a nite alphabet according to some probability dis-

tribution which may depend on the whole history. Also, x two positive integers m and

l. We encode any tensor product of ml many states emitted by the quantum stochastic

source by breaking the tensor product into m many blocks where each block has length

l, and considering sequences of m many isometries so that each isometry encodes one of

these blocks into the Fock space, followed by the concatenation of their images. We only

consider certain sequences of such isometries that we call special block codes in order

to ensure that the string of encoded states is uniquely decodable. We compute the mini-

mum average codeword length of these encodings which depends on the quantum source

and the integers m, l, among all possible special block codes. Our result extends the

result of [Bellomo, Bosyk, Holik and Zozor, Scientic Reports 7.1 (2017): 14765] where

the minimum was computed for one block, i.e. for m = 1. Lastly, we give a simplied

non-adaptive compression technique based on constrained special block codes for general

quantum stochastic sources. For quantum stationary sources in particular, we show that

the minimum average codeword length per symbol computed over all constrained special

block codes is equal to the von-Neumann entropy rate of the source for an asymptotically

long block size.

Keywords: Indeterminate length, Kraft-McMillan Inequality, uniquely decodable code,

Fock space

1 Introduction

Important foundations to the area of quantum encoding were provided by Schumacher who

proved the quantum analog of Shannon’s noiseless coding theorem for an independent and

identically distributed (iid) quantum source, [32]. In this article we study lossless, variable-

length block encoding of quantum information which is emitted from a completely general

quantum source, and it is encoded into the Fock space. Since the Schumacher’s mentioned

result, various block encoding schemes for quantum sources have been proposed. We review

these schemes in the next few paragraphs of the current section. At the end of the section we

describe our contribution in more detail.
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Chuang and Modha [12] proposed a source-dependent quantum algorithm to project the

block quantum state of an iid quantum source to its typical subspace. The projected state

is compressed using the quantum analog of Shannon-Fano code. According to that code, the

number of qubits per signal is only slightly larger than the von Neumann entropy of the source

for suciently large block size.

A universal xed-length quantum block compression scheme was introduced by Jozsa et.

al. [21] for a family of iid quantum sources such that the von Neumann entropy of each source

in the family is known to be upper bounded by a xed number S. Their encoding is source-

independent, in the sense that one does not need to know the average ensemble state which

is emitted by the quantum source. In particular, they showed that for a suciently large

block size, their universal encoding compresses the quantum information from any of these

sources to S qubits/signal and is asymptotically optimal. Kalchenko and Yang extended this

result in [22, 23]. They proved that for a family of stationary ergodic quantum sources such

that the von Neumann entropy rate of each source in the family is upper bounded by a real

number r > 0, there exists a sequence of universal projectors which compresses the quantum

information from any of these sources to r qubits/signal with high delity for suciently large

block size. There have been additional works on ergodic quantum sources [6, 7, 8, 25, 30].

Universal variable-length lossless quantum data compression schemes have been discussed by

Hayashi and Matsumoto in [18, 19] and by Hayashi in [17].

Another source-dependent quantum block compression was introduced by Szeto [35] for

an iid quantum source. This encoding achieves the same compression performance as Schu-

macher’s noiseless coding theorem [32], but employs a classical block compression alongside,

and adopts the assumption that the Hilbert space can be decomposed into two or more mutu-

ally orthogonal subspaces and each signal from the source comes from one of these subspaces.

Langford [27] gave a compilation algorithm that takes two inputs. The rst input is any

classical block compression scheme that uses bounded space and time, and the second input

is the density matrix of an iid quantum source. The algorithm outputs a xed-length quan-

tum block compression algorithm. If the input classical algorithm asymptotically approaches

the Shannon entropy of the classical source, then the output quantum block compression

algorithm also asymptotically approaches the von Neumann entropy of the input quantum

source.

There are several completely lossless compression algorithms in the classical information

theory, such as Human encoding [20], Shannon-Fano encoding [34, 14]and arithmetic en-

coding [26]. It is natural to attempt to generalize these classical algorithms to the quantum

realm in order to obtain lossless quantum data compression. Classical completely lossless

block compression algorithms make use of variable-length codes where sequences of symbols

with high probability of occurrence are assigned codewords of shorter length and less probable

sequences have longer codewords, thereby reducing the average codeword length. This idea

extends to quantum data compression. In the quantum setting, not only the codewords can

have dierent lengths, but also the codewords can be in superposition of states of dierent

length and they are called indeterminate-length codewords. Boström and Felbinger [9] show

that it is impossible to achieve a completely lossless quantum block compression scheme by

using xed-length codewords. Therefore, the indeterminate-length codewords form an inte-

gral part of lossless quantum data compression, and were investigated rst by Schumacher
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[31] and later was formalized by Schumacher and Westmoreland [33].

The quantum analogue of classical Human code was investigated by Braunstein, Fuchs,

Gottesman and Lo [10]. Schumacher and Westmoreland [33] proved that for an iid source, the

quantum Human code is optimal in the sense that it minimizes the average codeword length

which asymptotically approaches the von Neumann entropy of the source as the block size

increases to innity. For their proof they used the formalism of condensable codes. Bellomo,

Bosyk, Holik and Zozor [5, Theorem 2] proved later that the quantum Human code minimizes

the average codeword length of a single block for any given quantum source, (not necessarily

iid). There has also been some parallel works [29, 11] towards minimizing the average base

length (which is the maximum length of an indeterminate-length codeword used) for quantum

sources as opposed to minimizing the average codeword length.

During the recent years, there have been many developments in quantum communication

and data compression. We refer the reader to the recent textbooks [24] by Khatri and Wilde

and [15] by Hajdus̆ek and Van Meter for a comprehensive review on the subject.

In classical (or quantum) data transmission, the number of bits (or qubits) required to

transmit any given classical (or quantum) message is considered as a resource. So, it is

desirable to transmit a given classical (or quantum) message using as few bits (or qubits) as

possible. Therefore, in this paper, we focus on quantum block data compression in an eort

to minimize the average codeword length for a given length of the quantum message emitted

by a given quantum source. Precisely, we study completely lossless and indeterminate-length

quantum block data compression of pure states emitted by a quantum stochastic source, which

is not necessarily iid. We will follow the formalism in [5] as opposed to the zero-extended

forms of [33] in order to represent indeterminate-length codewords.

Consider a quantum stochastic source (not necessarily iid) and a tensor product of q ∈ N
many pure states emitted from the source. Fix m ∈ N as the number of blocks and l as the

block size such that q = ml. Consider a sequence of m many isometries (also called quantum

codes) U1, . . . , Um such that for k ∈ 1, . . . ,m, each Uk encodes the kth block consisting of the

tensor product of l many pure states into the Fock space. The given sequence of m isometries

thus encodes the tensor product of ml many states to the state obtained by the concatenation

of the images of all Uk’s. In order to decode the encoded state in a lossless manner, the

sequence of quantum codes must be uniquely decodable (also called completely lossless)

quantum code. Additionally, this kind of approach of block encoding of the pure states raises

some interesting questions: for a given message consisting of the tensor product of q = ml

many pure states emitted from a given quantum stochastic source S, what is the minimum

average codeword length per symbol computed over all uniquely decodable quantum codes

U1, . . . , Um such that each Uk encodes the kth block of l many pure states? How does the

minimum average codeword length per symbol computed over all uniquely decodable quantum

codes change if we change m and l such that their product ml always remains constant?

To this end, in this paper we extend the notion of uniquely decodable (or completely

lossless) quantum codes to be used for quantum block data compression. As the main result

(Theorem 2.18), for a xed ml many pure states emitted by a given quantum stochastic

source, we derive the optimal lower bound of the average codeword length over a subset of

uniquely decodable quantum codes called special block codes, which are applied to encode

the pure states in m many blocks each of block size l. We hope that our work would be
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supportive in the quest towards answering the above questions, which have been left open in

the current work.

We explicitly show that in order to achieve the optimal lower bound, for every k ∈
1, . . . ,m, one needs to dynamically adapt the isometry used for encoding the kth block

of l many pure states based on the exact sequence of pure states emitted in the rst (k − 1)

blocks. However, since the pure states emitted by the source are not necessarily orthogonal,

the task of state discrimination of non-orthogonal states can be dicult. So, in Section 3,

we give a simplied non-adaptive compression technique based on a subset of special block

codes called constrained special block codes for quantum stochastic sources that emit pure

states where the encoder can x one isometry per block of states ignoring the emissions in

the previous blocks, and in Theorem 3.1 we derive the optimal lower bound of the average

codeword length over all constrained special block codes which are applied to encode the pure

states in m many blocks each of block size l. In the Corollary 3.2, we show that for quantum

stationary sources in particular, the optimal lower bound of the average codeword length per

symbol computed over all constrained special block codes equals the von-Neumann entropy

rate of the source for an asymptotically long block size.

2 Preliminary denitions

A classical binary encoding for a nite alphabet set A is a map from the set A to the set of all

nite strings of 0’s and 1’s. The images of the elements of the alphabet via an encoding are

called codewords. Every encoding of an alphabet set A can be extended to the set of nite

strings of elements of A by concatenation. An encoding is called uniquely decodable if its

extension is one-to-one. An encoding is called instantaneous (or prex-free) if no codeword

is the initial part of another codeword. Instantaneous encodings are special cases of uniquely

decodable ones. If the information source is independent and identically distributed (iid), then

a probability distribution is assigned to the alphabet, and the average length of the code is

dened to be equal to the expectation of the length of its codewords, where the length of each

codeword is the number of its bits. The Human encoding [20] is an optimal instantaneous

classical encoding and its average codeword length lavg satises

H(X) ≤ lavg ≤ H(X) + 1

where H(X) is Shannon entropy of a classical source.

Now we look at the analogous situation of the quantum data compression. Throughout

this article, we x a Hilbert space H of dimension d and a set sn〉Nn=1 of pure states of H.

We assume without loss of generality that the vectors sn〉Nn=1 span the Hilbert space H.

In this section we recall the denitions of quantum stochastic sources, quantum stochastic

ensembles, quantum codes and average codeword length which have been considered in some

of the references mentioned above.

Denition 2.1 A quantum stochastic source S consists of a set of pure states sn〉Nn=1

of a Hilbert space H, and a stochastic process X = (Xn)
∞
n=1, where each Xn is a random

variable which takes values in 1, 2, . . . , N. At every positive integer time n the state sXn
〉

is emitted from the quantum source. If p denotes the probability distribution of the stochastic

process X, then for every q ∈ N and (n1, . . . , nq) ∈ 1, . . . , Nq, we have that

p(n1, . . . , nq) = P(X1 = n1, . . . , Xq = nq). (1)
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Also, the conditional probability distribution of the stochastic process X is dened for any

q ≥ 2 and (n1, . . . , nq) ∈ 1, . . . , Nq by

p(nqnq−1, . . . , n1) = P(Xq = nqXq−1 = nq−1, . . . , X1 = n1).

Denition 2.2 A quantum stochastic source S is stationary (or translation-invariant)

if the associated stochastic process X is invariant with respect to the translation map, i.e.

P(X1 = n1, . . . , Xq = nq) = P(Xk+1 = n1, . . . , Xk+q = nq) (2)

for every k ∈ N, q ∈ N and (n1, . . . , nq) ∈ 1, . . . , Nq.
Setting q = 1 in Equation (2), we get P(X1 = n1) = P(Xk+1 = n1) for every k ∈ N and

n1 ∈ 1, . . . , N, which shows that for every quantum stationary source, the random variables

are identically distributed. Notice however that the random variables are not necessarily

independent. We will deal with quantum stationary sources in Section 3.

Denition 2.3 Given a quantum stochastic source S which consists of a set of pure states

sn〉Nn=1 of a Hilbert space H, and a stochastic process X = (Xn)
∞
n=1 with probability dis-

tribution p, we dene the ensemble state ρq for q ∈ N many emissions from the source as

follows:

ρq =

N∑

n1,...,nq=1

p(n1, . . . , nq)
∣∣sn1

· · · snq


sn1

· · · snq

∣∣ .

In this article, we are concerned with quantum block encodings and we assume that each

block that we encode is a tensor product of l many pure states which are chosen from the

set sn〉 : n = 1, . . . , N via the stochastic process (Xn)n∈N. Usually we express that fact by

saying that the block size is equal to l. Thus, we often look at multiples of l many pure

states. This can be observed in the next denition.

Denition 2.4 Let a quantum stochastic source S which consists of a set of pure states

sn〉Nn=1 of a Hilbert space H, and a stochastic process X = (Xn)
∞
n=1 with probability distri-

bution p. For a xed block size l ∈ N, an integer k ≥ 1, and a xed sequence (n1, . . . , n(k−1)l) ∈
1, . . . , N(k−1)l dene the kth block conditional ensemble state ρn1,...,n(k−1)l to be equal

to

N∑

n(k−1)l+1,...,nkl=1

p(n1, . . . , nkl)

p(n1, . . . , n(k−1)l)

∣∣sn(k−1)l+1
· · · snkl


sn(k−1)l+1

· · · snkl

∣∣

=

N∑

n(k−1)l+1,...,nkl=1

p(n(k−1)l+1, . . . , nkln1, . . . , n(k−1)l)
∣∣sn(k−1)l+1

· · · snkl


sn(k−1)l+1

· · · snkl

∣∣ ,

(3)

where each coecient p(n(k−1)l+1, . . . , nkln1, . . . , n(k−1)l) above represents the conditional

probability that the sequence of states
∣∣sn(k−1)l+1

, . . . , snkl


gets emitted in the kth block given

the emission of the sequence of states
∣∣sn1

, . . . , sn(k−1)l


in the rst (k − 1) many blocks.

Consequently, the kth block ensemble state ρk is given by

ρk =

N∑

n1,...,n(k−1)l=1

p(n1, . . . , n(k−1)l)ρ
n1,...,n(k−1)l (4)
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In what follows, for k = 1, the state ρn1,...,n(k−1)l is interpreted as the ensemble state ρ` (or

equivalently, ρ1) of the rst block, p(n1, . . . , n(k−1)l) is set to 1, and the string n1, . . . , n(k−1)l

is the empty string and is dropped from the superscript wherever applicable.

Recall that Fock space (C2)⊕ is associated to C2 and is dened to be the Hilbert space

(C2)⊕ =

∞⊕

k=0

(C2)⊗k, (5)

where (C2)⊗0 = C. We simply refer to the Fock space associated to C2 as the Fock space.

The standard basis of the Fock space (C2)⊕ consists of qubit strings of various lengths,

(including the 0-length ∅〉). If a quantum state ψ〉 includes the superposition of only the

qubit strings of some length ` ∈ N, i.e. ψ〉 ∈ (C2)⊗`, we refer to such state as length state.

Now, we dene the notion of quantum codes.

Denition 2.5 Let K be a Hilbert space of dimension D. A quantum code on K is a linear

isometry U : K → (C2)⊕. Thus, for every quantum code U on K, the dimension of its range

is equal to D, and if (ψi〉)Di=1 is any orthonormal sequence in its range, then U has the form

U =

D∑

i=1

ψi〉〈ei , (6)

where (ei〉)Di=1 is an orthonormal basis of K. The quantum state of the form U s〉 obtained

by applying U to any pure state s〉 ∈ K is called codeword. In particular, if the codeword

is a length state, it is called length codeword. However, in general, a codeword can be

a superposition of lengths states of dierent lengths, in which case the codeword is called

indeterminate-length codeword.

As a result, the range of a quantum code is the nite dimensional subspace of the Fock space

that is spanned by the orthonormal vectors ψi〉’s, possibly of dierent lengths. The notion

of concatenation of codewords is dened as follows:

Denition 2.6 Concatenation of standard basis vectors of the Fock space is dened as

the concatenation of classical bit strings. Then, concatenation of the linear combinations

of basis vectors of the Fock space is dened by making the concatenation distributive over

addition and scalar multiplication, as in [28, Denition 2.4] and [29, Section V]. Hence, for

m ∈ N and x1, . . . , xm ∈ (C2)⊕, their concatenation x1 ◦ x2 ◦ · · · ◦ xm is an element of (C2)⊕.
Let K be a nite dimensional Hilbert space, m ∈ N, and U1, . . . , Um be a sequence of quantum

codes with Uk : K → (C2)⊕ for all k = 1, . . . ,m. Then, the concatenation of the sequence

(Uk)
m
k=1 is dened to be the linear map U1 ◦ · · · ◦ Um : K⊗m → (C2)⊕ given by

(U1 ◦ · · ·◦Um) s1 ⊗ . . .⊗ sm〉 = U1 s1〉◦ · · ·◦Um sm〉 for all pure states s1s2 . . . sm〉 ∈ K⊗m,

(7)

where ◦ denotes the concatenation operation.

Remark 2.7 It is important to note that concatenation of arbitrary pure quantum states does

not always preserve the norm, and hence may not be well dened. It’s not hard to see that

the norm is always preserved if either or both of the pure quantum states being concatenated

are length states. However, if both pure quantum states being concatenated are indeterminate-

length states, then the norm may not be preserved (for example, concatenation of the pure
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states 1√
2
(0〉+ 00〉) and 1√

2
(0〉− 00〉 is not normalized). This has been well explored in [28,

after Denition 2.4]. On the other hand, Remark 4.1 will give that on certain subspaces of

the Fock space, concatenations of xed number of vectors are well dened.

Thus, if (Uk)
m
k=1 is a nite sequence of quantum codes, then U1 ◦ · · · ◦ Um in general may

not be an isometry. It is important that the concatenation U1 ◦ · · · ◦Um remains an isometry,

because if Uk is used to encode the kth block for each k = 1, . . . ,m, then U1 ◦ · · · ◦Um will be

used to encode the tensor product of m many blocks of pure states, so its inverse will be used

to decode those blocks back in a lossless fashion. This lossless way of decoding is possible if

the concatenation U1 ◦ · · · ◦ Um is uniquely decodable which is explained below.

We now extend the notion, in some sense, of uniquely decodable quantum codes considered

in [17, 16, 5, 3] from one isometry to a sequence of isometries.

Denition 2.8 Let K be a nite dimensional Hilbert space, and U1, . . . , Um be a nite se-

quence of quantum codes such that Uk : K → (C2)⊕ for every k = 1, . . . ,m. The sequence

of quantum codes (Uk)
m
k=1 is called uniquely decodable if and only if their concatenation

U1 ◦ · · · ◦ Um : K⊗m → (C2)⊕ is an isometry.

We now give a characterization of uniquely decodable quantum codes that follows directly

from the Denitions 2.6 and 2.8.

Theorem 2.9 Let K be a D-dimensional Hilbert space and (Uk)
m
k=1 be a sequence of isome-

tries Uk : K → (C2)⊕ with Uk =
D

i=1

∣∣ψk
i


eki
∣∣ (as in Equation (6)) for k = 1, . . . ,m. Then,

(Uk)
m
k=1 is uniquely decodable if and only if the collection

{ ∣∣ψ1
v1

◦ · · · ◦ ψm
vm


: (v1, . . . , vm) ∈ 1, . . . , Dm

}

forms an orthonormal set.

Proof: See Appendix 1.

Motivated from Theorem 2.9 we introduce the following denition.

Denition 2.10 We say that a sequence of pure states (ψi〉)Di=1 ⊆ (C2)⊕ is jointly or-

thonormal, if and only if for every m ∈ N, ψv1
◦ · · · ◦ ψvm

〉 : (v1, . . . , vm) ∈ 1, . . . , Dm
is an orthonormal set.

The next remark claries Denition 2.10.

Remark 2.11 Notice that every jointly orthonormal sequence is orthonormal (which is ob-

tained by taking m = 1). However, the converse is not always true. Take the states 1√
2
(0〉+

00〉) and 1√
2
(0〉 − 00〉) as a counter example.

One can naturally construct a jointly orthonormal sequence by taking each ψi〉 to be

the bit strings produced from a classical uniquely decodable, or a classical prex-free code.

Another possible way to construct these sequences would be by taking the basis of a prex-free

Hilbert space as described in [28].

Consider a quantum stochastic source which contains an alphabet of N many pure states

(si〉)Ni=1 that span a Hilbert space H of dimension d. Let l,m ∈ N where l denotes the block

size, and m denotes the number of blocks. Fix a jointly orthonormal sequence ψi〉d
l

i=1 such

that each ψi〉 is a length state. Consider the tensor product state sn1
〉 sn2

〉 . . . snml
〉 emitted

from the quantum stochastic source, for some sequence n1, n2, . . . , nml ∈ 1, . . . , N. Lastly,

consider a sequence of quantum code (Uk)
m
k=1 where each isometry Uk for k ∈ 1, . . . ,m
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is constructed by taking an arbitrary orthonormal basis eki d
l

i=1 but the same jointly or-

thonormal sequence ψi〉d
l

i=1 such that Uk =
dl

i=1

∣∣ψi


eki
∣∣, and is used to encode the kth

block consisting of a tensor product of l many pure states. Hence, the tensor product state

sn1
〉 sn2

〉 . . . snml
〉 is encoded as the concatenation

U1(sn1
〉 · · · snl

〉) ◦ U2(
∣∣snl+1


· · · sn2l

〉) ◦ · · · ◦ Um(
∣∣s(m−1)l+1


· · · sml〉).

By the forward direction of quantum Kraft-McMillan Inequality (Theorem 4.3), the sequence

of quantum code (Uk)
m
k=1 is uniquely decodable, and therefore the concatenation above is well

dened.

Since we are interested in minimizing the average codeword length, each isometry will

be used to encode the average state of a block as opposed to a specic tensor product of l

many pure states. Since the probability distribution for each block emitted by a quantum

stochastic source is dependent on the entire sequence of states emitted up to the previous

block, any kth-block conditional ensemble state ρn1,...,n(k−1)l (as in Denition 2.4) depends

on the distinct sequence of states
∣∣sn1

· · · sn(k−1)l


which is emitted up to that particular

block, (without including it). Therefore, we collect the isometries of the form Un1,...,n(k−1)l =dl

i=1

∣∣ψi


e
n1,...,n(k−1)l

i

∣∣, one for each distinct kth-block conditional ensemble state to form a

special block code, as we specify next.

Denition 2.12 Consider a quantum stochastic source S which contains an alphabet of N

many pure states (si〉)Ni=1 that span a Hilbert space H of dimension d. Let l,m ∈ N where l

denotes the block size, and m denotes the number of blocks. A special block code is a family

of isometries

U =
{
Un1,...,n(k−1)l : 1 ≤ k ≤ m, n1, . . . , n(k−1)l ∈ 1, . . . , N

}
,

such that every isometry used in the family U has a common jointly orthonormal sequence of

length codewords. Thus more explicitly, there exists a jointly orthonormal sequence of length

codewords (ψi〉)d
l

i=1 ⊆ (C2)⊕, (see Denitions 2.10 and 2.5), and an orthonormal sequence

(
∣∣en1,...,n(k−1)l

i


)d

l

i=1 for 1 ≤ k ≤ m and n1, . . . , n(k−1)l ∈ 1, . . . , N such that

Un1,...,n(k−1)l =

dl∑

i=1

∣∣ψi


e
n1,...,n(k−1)l

i

∣∣ .

As a special case, for every k ∈ 1, . . . ,m, if Un1,...,n(k−1)l = Uk =
dl

i=1

∣∣ψi


eki
∣∣ for all

n1, . . . , n(k−1)l ∈ 1, . . . , N where (
∣∣eki


)d

l

i=1 is an arbitrary orthonormal sequence xed for

the kth block and independent of the sequence of pure states
∣∣sn1

· · · sn(k−1)l


emitted in the

rst k − 1 blocks, then we call such a special block code a constrained special block code.

This notion will be used in Section 3.

Remark 2.13 Notice that in Denition 2.12, the superscript n1, . . . , n(k−1)l which appears in

the isometry Un1,...,n(k−1)l and the orthonormal basis (
∣∣en1,...,n(k−1)l

i


)d

l

i=1 indicates that these

quantities are allowed to depend on the sequence of pure states
∣∣sn1

· · · sn(k−1)l


emitted in the

rst k−1 blocks. In that case, such special block codes are termed as adaptive (or dynamic)

special block codes. Our Theorem 2.18 states that in order to achieve the optimal lower bound
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of the average codeword length for encoding m many blocks of states with l many pure states

per block emitted by the given quantum stochastic source, one needs to use such an adaptive

special block code. In this optimal special block code, the orthonormal basis (
∣∣en1,...,n(k−1)l

i


)d

l

i=1

for each isometry Un1,...,n(k−1)l is chosen to coincide with the eigenvectors (
∣∣λn1,...,n(k−1)l

i


)d

l

i=1

of the kth-block conditional ensemble state ρn1,...,n(k−1)l .

Remark 2.14 The constraint that all the isometries in a given special block code U have a

common sequence of jointly orthonormal length codewords ensures that any sequence (Uk)
m
k=1

of quantum codes, which are chosen from a special block code, is uniquely decodable (by The-

orem 2.9). Nevertheless, one could construct more general uniquely decodable quantum codes

which do not necessarily meet this requirement, but we do not consider them in this paper.

Such an example is given in the remark below.

Remark 2.15 Consider a sequence (Uk)
m
k=1 of m many isometries. Let O and E denote the

set of odd and even numbers respectively from 1 through m. Let Ux =
D

i=1 ψx
i 〉〈exi  and

Uy =
D

i=1 ψ
y
i 〉〈eyi  such that ψx

i 〉 = 0〉⊗i
and ψy

i 〉 = 1〉⊗i
for all x ∈ O, y ∈ E, and

i ∈ 1, . . . , D. It’s easy to verify that the collection

{ ∣∣ψ1
v1

◦ · · · ◦ ψm
vm


: (v1, . . . , vm) ∈ 1, . . . , Dm

}

forms an orthonormal set. Therefore, the sequence (Uk)
m
k=1 of quantum codes is uniquely

decodable by Theorem 2.9. However, the quantum codes Uk’s do not have a common sequence

of jointly orthonormal length codewords and hence the sequence (Uk)
m
k=1 is not a special block

code.

Now we dene the indeterminate length of any state on the Fock space.

Denition 2.16 Dene the length observable Λ acting on (C2)⊕ to be the unbounded linear

operator given by

Λ =

∞∑

`=0

`Π`, (8)

where Π` is the orthogonal projection from (C2)⊕ onto the subspace (C2)⊗`.

For any state ρ on the Fock space, dene its indeterminate length to be the expectation

of the length observable with respect to the state ρ, i.e.

Tr(ρΛ),

where Tr denotes the trace on the Fock space.

This notion of indeterminate length of a state can be used to dene the average codeword

length of the special block code.

Denition 2.17 Consider a quantum stochastic source S which contains an alphabet of N

many pure states (si〉)Ni=1 which span a Hilbert space H, and a stochastic process X with

probability mass function p. Let l,m ∈ N where l denotes the block size, and m denotes the

number of blocks. Consider a special block code

U =
{
Un1,...,n(k−1)l : 1 ≤ k ≤ m,n1, . . . , n(k−1)l ∈ 1, . . . , N

}
,
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as dened in Denition 2.12. Recall from Denition 2.3 that the ensemble state for the total

of ml many emissions by the quantum stochastic source is equal to

ρml =

N∑

n1,...,nml=1

p(n1, . . . , nml) sn1
· · · snml

〉〈sn1
· · · snml

 .

We will denote by L(U) the average codeword length of the special block code U , which

is dened to be equal to

N∑

n1,...,nml=1

p(n1, . . . , nml)

Tr

(
∣∣U(sn1

· · · snl
) ◦ Un1,...,nl(snl+1

· · · sn2l
) ◦ · · · ◦ Un1,...,n(m−1)l(sn(m−1)l+1

· · · snml
)



U(sn1

· · · snl
) ◦ Un1,...,nnl (snl+1

· · · sn2l
) ◦ · · · ◦ Un1,...,n(m−1)l(sn(m−1)l+1

· · · snml
)
∣∣Λ

)
.

Let ILS(S,m, l) denote the inmum of the set containing L(U) for every special block code

U that is used to encode ml many states emitted by S into m blocks each of size l. Similarly

we dene ILC(S,m, l) for constrained special block codes.

Finally, we are ready to state the main result of our article.

Theorem 2.18 Consider a quantum stochastic source S consisting of an alphabet of N many

pure states spanning a d-dimensional Hilbert space H, and a stochastic process X having

mass function p, as in Denition 2.1. Fix m, l ∈ N. Then ILS(S,m, l) can be computed as

follows: For each k = 1, . . . ,m, and a sequence n1, . . . , n(k−1)l of integers chosen from the

set 1, . . . , N, let (λn1,...,n(k−1)l

i )d
l

i=1 be the eigenvalues of the kth block conditional ensemble

state ρn1,...,n(k−1)l , arranged in decreasing order, and (
∣∣λn1,...,n(k−1)l

i


)d

l

i=1 be the corresponding

eigenvectors.

Let

L =



(`1, . . . , `dl) : `i ∈ N ∪ 0 for all i, `1 ≤ `2 ≤ · · · ≤ `dl , and

dl∑

i=1

2−`i ≤ 1



 .

Dene a function FS : L → [0,∞) by

FS((`i)
dl

i=1) :=

m∑

j=2




N∑

n1,...,n(j−1)l=1

p(n1, . . . , n(j−1)l)

dl∑

i=1

λ
n1,...,n(j−1)l

i `i


+

dl∑

i=1

λi`i. (9)

Then,

ILS(S,m, l) = minFS((`i)
dl

i=1) : (`i)
dl

i=1 ∈ L. (10)

Moreover, the inmum dening ILS(S,m, l) is actually a minimum, i.e., there exists a

special block code

V =
{
V n1,...,n(k−1)l : k ∈ 1, . . . ,m, and n1, . . . , n(k−1)l ∈ 1, . . . , N

}
,
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which can be used to encode ml many states emitted by S into m blocks each of size l such

that

minFS((`i)
dl

i=1) : (`i)
dl

i=1 ∈ L = L(V). (11)

The minimizer V is given as follows: Assume that FS achieves its minimum on L at the point

(`i)
dl

i=1 ∈ L. Since the sequence (`i)
dl

i=1 satises the classical Kraft-McMillan inequality, (which

is the last condition in the denition of L), by the converse of classical Kraft-McMillan in-

equality there exists a sequence (ωi)
dl

i=1 of classical bit strings with corresponding lengths (`i)
dl

i=1

such that the sequence (ωi)
dl

i=1 forms the image of a classical uniquely decodable code. Then

the corresponding sequence of qubit strings (ωi〉)d
l

i=1 forms an optimal jointly orthonormal se-

quence of length codewords. For each k ∈ 1, . . . ,m, and string n1, . . . , n(k−1)l ∈ 1, . . . , N,
dene

V n1,...,n(k−1)l : H⊗l → (C2)⊕,

by

V n1,...,n(k−1)l =

dl∑

i=1

∣∣ωi


λ
n1,...,n(k−1)l

i

∣∣ .

Sketch of the proof: Here’s the outline of the proof of the above theorem. Fix m and l as the

number of blocks and the block size respectively. Let

L =



(`1, . . . , `dl) : `i ∈ N ∪ 0 for all i, `1 ≤ `2 ≤ · · · ≤ `dl , and

dl∑

i=1

2−`i ≤ 1



 .

Fix a special block code U (Denition 2.12) such that all isometries in U have (ψi〉)d
l

i=1 as

their common jointly orthonormal sequence of length codewords. Suppose that length(ψi〉) =
`i ∈ N and without loss of generality, assume `r ≤ `s for r ≤ s. By the forward direction

of quantum Kraft-McMillan inequality (Theorem 4.3), we have that the set of non-negative

integer lengths `id
l

i=1 belongs to L.

For a specic sequence of pure states
∣∣sn1

, · · · sn(k−1)l


as the rst (k − 1)l emissions,

consider the corresponding kth block conditional ensemble state ρn1,...,n(k−1)l . Also, us-

ing the spectral decomposition, ρn1,...,n(k−1)l =
dl

i=1 λ
n1,...,n(k−1)l

i

∣∣λn1,...,n(k−1)l

i


λ
n1,...,n(k−1)l

i

∣∣
and without loss of generality, assume that λ

n1,...,n(k−1)
r ≥ λ

n1,...,n(k−1)l
s for r ≤ s. The

codeword length of encoding the state ρn1,...,n(k−1)l by the quantum code Un1,...,n(k−1)l =dl

i=1

∣∣ψi


e
n1,...,n(k−1)l

i

∣∣ ∈ U , which has the length codewords (ψi〉)d
l

i=1 and an arbitrary or-

thonormal basis (
∣∣en1,...,n(k−1)l

i


)d

l

i=1, is given by

Tr

Un1,...,n(k−1)lρn1,...,n(k−1)l(Un1,...,n(k−1)l)†Λ


. (12)

Then, we show by using the Birkho-von Neumann theorem and Lemma 4.2 that the codeword

length given by the expression (12) is minimized for the given set of lengths `id
l

i=1 when

Un1,...,n(k−1)l =
dl

i=1

∣∣ψi


λ
n1,...,n(k−1)l

i

∣∣. In this case, expression (12) can be re-written as

Tr

Un1,...,n(k−1)lρn1,...,n(k−1)l(Un1,...,n(k−1)l)†Λ


=

dl∑

i=1

λ
n1,...,n(k−1)l

i `i. (13)
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Since the state ρn1,...,n(k−1)l occurs with the probability p(n1, . . . , n(k−1)l), the minimum av-

erage codeword length for encoding the kth block ensemble state

ρk =

N∑

n1,...,n(k−1)l=1

p(n1, . . . , n(k−1)l)ρ
n1,...,n(k−1)l (Denition 2.4)

is given by


n1,...,n(k−1)l
p(n1, . . . , n(k−1)l)

dl

i=1 λ
n1,...,n(k−1)l

i `i for the xed set of lengths

`id
l

i=1. Recall that for k = 1, we use the following two conventions:

λ
n1,...,n(k−1)l

i = λi and p(n1, . . . , n(k−1)l) = 1.

Summing the minimum average codeword lengths for each block gives the expression in Equa-

tion (9), which is the minimum average codeword length for m blocks. It is worth noticing

that the minimum average codeword length for m blocks is additive of the minimum average

codeword lengths for each block. Refer to the paragraph following Equation (B.21) in the

Appendix B for the details. Finally, minimization of Equation (9) over all sets of lengths

(`i)
dl

i=1 ∈ L gives Equation (10) which is the minimum average codeword length over the set

of all special block codes for encoding m blocks. Once the minimizer set of lengths is found,

one can then construct an optimal jointly orthonormal sequence of length codewords (ωi〉)d
l

i=1

and dene a minimizer special block code V as stated in the theorem. See Appendix B for

the full proof of the theorem. 
Our Theorem 2.18 recovers the result of [5, Theorem 2] which was the case for m = 1,

(i.e. when the whole message is encoded as a single block).

3 A simplied compression for stochastic quantum sources and its application

to stationary quantum sources

Notice from the statement of Theorem 2.18 that achieving the above theoretical lower bound

requires that for every kth block, Alice (the encoder) smartly chooses the optimal isome-

try V n1,...,n(k−1)l =
dl

i=1

∣∣ωi


λ
n1,...,n(k−1)l

i

∣∣ to encode each kth block conditional ensemble

state ρn1,...,n(k−1)l , which requires an accurate estimation of the exact sequence of pure states∣∣sn1,...,n(k−1)l


emitted in the rst (k− 1) blocks. Since the pure states emitted by the source

are not necessarily orthogonal, this task of state discrimination of non-orthogonal states can be

dicult. So, we relax this requirement and envision a simplied compression technique where

for a given kth block, Alice uses a xed isometry Uk to encode every kth block conditional en-

semble state ρn1,...,n(k−1)l regardless of the emissions in the rst (k−1) blocks. In other words,

we would like to restrict our attention to the set of constrained special block codes (Deni-

tion 2.12) where Un1,...,n(k−1)l = Uk =
dl

i=1

∣∣ψi


eki
∣∣ for all n1, . . . , n(k−1)l ∈ 1, . . . , N. We

then eventually show that when such a compression is applied to the pure states emitted from

a stationary quantum source and one appropriately chooses the isometries Uk’s, the optimal

lower bound of the average codeword length per symbol equals the von Neumann entropy

rate of the source for an asymptotically long block size. From here on, in order to distinguish

between the two compressions, we will refer to the compression outlined in Theorem 2.18 as

the adaptive compression while this new simplied compression that we discuss below as the

non-adaptive compression. It is worth emphasizing that the only dierence between the two
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compressions is that the adaptive compression minimizes the average codeword length over

the set of all special block codes, while the non-adaptive compression minimizes the same

over the set of all constrained special block codes.

Theorem 3.1 Consider a quantum stochastic source S consisting of an alphabet of N many

pure states spanning a d-dimensional Hilbert space H, and a stochastic process X having

mass function p, as in Denition 2.1. Fix m, l ∈ N. Then ILC(S,m, l) can be computed as

follows: For each k = 1, . . . ,m, let (λk
i )

dl

i=1 be the eigenvalues of the kth block ensemble state

ρk, arranged in decreasing order, and (
∣∣λk

i


)d

l

i=1 be the corresponding eigenvectors.

Let

L =



(`1, . . . , `dl) : `i ∈ N ∪ 0 for all i, `1 ≤ `2 ≤ · · · ≤ `dl , and

dl∑

i=1

2−`i ≤ 1



 .

Dene a function FC : L → [0,∞) by

FC((`i)
dl

i=1) :=

m∑

k=1

dl∑

i=1

λk
i `i. (14)

Then,

ILC(S,m, l) = minFC((`i)
dl

i=1) : (`i)
dl

i=1 ∈ L. (15)

Moreover, the inmum dening ILC(S,m, l) is actually a minimum, i.e., there exists a

constrained special block code

V =
{
V k : k ∈ 1, . . . ,m

}
,

which can be used to encode ml many states emitted by S into m blocks each of size l such

that

minFC((`i)
dl

i=1) : (`i)
dl

i=1 ∈ L = L(V). (16)

The minimizer V is given as follows: Assume that FC achieves its minimum on L at the

point (`i)
dl

i=1 ∈ L. Since the sequence (`i)
dl

i=1 satises the classical Kraft-McMillan inequal-

ity, (which is the last condition in the denition of L), by the converse of classical Kraft-

McMillan inequality there exists a sequence (ωi)
dl

i=1 of classical bit strings with corresponding

lengths (`i)
dl

i=1 such that the sequence (ωi)
dl

i=1 forms the image of a classical unqiuely decod-

able code. Then the corresponding sequence of qubit strings (ωi〉)d
l

i=1 forms an optimal jointly

orthonormal sequence of length codewords. For each k ∈ 1, . . . ,m, dene

V k : H⊗l → (C2)⊕,

by

V k =

dl∑

i=1

∣∣ωi


λk
i

∣∣ .

The following is a corollary of Theorem 3.1.



George Androulakis and Rabins Wosti 1123

Corollary 3.2 Consider a stationary quantum stochastic source S (Denition 2.2). We

are interested in deriving the minimum average codeword length for m blocks each of block

size l using constrained special block codes, i.e. ILC(S,m, l) as in Theorem 3.1. Let the

spectral decomposition of the ensemble state ρl (or equivalently, ρ1) (Denition 2.3) for l

many emissions from the source to be:

ρl =

dl∑

i=1

λi λi〉〈λi .

Consider the isometry V =
dl

i=1 ωi〉〈λi, where (ωi)
dl

i=1 is the sequence of bit strings obtained

from the Human code based on the probability distribution (λi)
dl

i=1 such that length(ωi) = `i.

Then the minimizer constrained special block code V for encoding m blocks comprises of the

identical quantum code given by V = V and the minimum average codeword length per symbol

equals the von-Neumann entropy rate of the source for an asymptotically long block size, i.e.

liml→∞
ILC(S,1,l)

l = liml→∞
S(ρl)

l = liml→∞ 1
l

dl

i=1 λi`i.

Refer to Appendix C for the proofs of Theorem 3.1 and Corollary 3.2.

4 Conclusion and open questions

Bellomo, Bosyk, Holik and Zozor [5] dened the optimal quantum code for encoding the

entire sequence of pure states emitted by a given quantum stochastic source into a single

block and showed that the associated minimum average codeword length could be bounded

from above and below in terms of the von-Neumann entropy of the source. The present work

focuses on the encoding of the sequence of q many pure states from the quantum stochastic

source S into m ∈ N blocks, each of block size l ∈ N such that q = ml using special block

codes, and we gave an optimal lower bound (denoted by ILS(S,m, l) in Theorem 2.18) of the

average codeword length computed over all special block codes. Lastly, we gave a simplied

non-adaptive compression technique based on constrained special block codes for quantum

stochastic sources that emit pure states where the encoder can x one isometry per block of

states, and showed that if one uses such a compression technique for a stationary quantum

source, then the optimal lower bound of the average codeword length per symbol over all

constrained special block codes (denoted by ILC(S,m, l) in Corollary 3.2) equals the von-

Neumann entropy rate of the source for an asymptotically long block size. Since we encode

the pure states into indeterminate-length codewords which may not have a concrete physical

interpretation, whether the derived optimal lower bounds are practically achievable require

further investigation. Nevertheless, these theoretical lower bounds can serve as a benchmark

for measuring the eciency of lossless quantum block compression algorithms. The following

interesting questions are still open.

For a xed length message consisting of q ∈ N many pure states emitted by a given

quantum stochastic source S, what are the optimal values of m and l such that ml = q and

ILS(S,m, l) over special (or ILC(S,m, l) over constrained special) block codes is minimized?

In other words, what is the optimal number of blocks and the optimal block size for encoding

a xed length message of pure states emitted by a quantum stochastic source using special

(or constrained special) block codes?
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It would be interesting to relate ILS(S,m, l) over special block codes with an entropic

quantity of a state related to the quantum source. Perhaps one needs an alternate entropic

quantity (other than von Neumann entropy) in order to tightly bound ILS(S,m, l), (see

[1, 4]).

Notice that special block codes are not the most general uniquely decodable quantum

codes. So, it would be interesting to derive a similar optimal lower bound of the average

codeword length over all uniquely decodable quantum codes used for block encoding the

sequence of pure states emitted by a quantum stochastic source.

One could also pursue answering these questions for a quantum stochastic source which

emits mixed states instead of pure states, which is yet another interesting direction of research.
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Appendix A A characterization of uniquely decodable quantum codes

Proof of Theorem 2.9: The only if direction:

Suppose the sequence of quantum codes (Uk)
m
k=1 is uniquely decodable, and each Uk is given
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by

Uk =

D∑

i=1

∣∣ψk
i


eki
∣∣ .

Then by Denition 2.8, the linear map U1◦ · · ·◦Um : K⊗m → (C2)⊕ is an isometry. Therefore,

it follows that


(U1 ◦ · · · ◦ Um)(e1v1

⊗ · · ·⊗ emvm
)
∣∣(U1 ◦ · · · ◦ Um)(e1v1

′ ⊗ · · ·⊗ emvm
′)


=

e1v1

⊗ · · ·⊗ emvm

∣∣e1v1
′ ⊗ · · ·⊗ emvm

′


= δv1,v1
′ · · · δvm,vm

′ . (A.1)

On the other hand, by Denition 2.6, (U1 ◦ · · · ◦ Um)
∣∣e1v1

⊗ · · ·⊗ emvm


= ψ1

v1
◦ · · · ◦ ψm

vm
.

Therefore, by Equation (A.1) we obtain that


ψ1
v1

◦ · · · ◦ ψm
vm

∣∣ψ1
v1

′ ◦ · · · ◦ ψm
vm

′


=

(U1 ◦ · · · ◦ Um)(e1v1

⊗ · · ·⊗ emvm
)
∣∣(U1 ◦ · · · ◦ Um)(e1v1

′ ⊗ · · ·⊗ emvm
′)


= δv1,v1
′ · · · δvm,vm

′ ,

i.e. the collection
{ ∣∣ψ1

v1
◦ · · · ◦ ψm

vm


: (v1, . . . , vm) ∈ 1, . . . , Dm

}
is an orthonormal set.

The if direction:

Suppose that the collection
{ ∣∣ψ1

v1
◦ · · · ◦ ψm

vm


: (v1, . . . , vm) ∈ 1, . . . , Dm

}
is an orthonor-

mal set. Consider any two sequences of vectors (φk〉)mk=1, and (Φk〉)mk=1 such that φk〉 and
Φk〉 belong in the range of Uk for k = 1, . . . ,m. Hence, both φk〉 and Φk〉 belong in the

linear span of 
∣∣ψk

v


Dv=1 for every k ∈ 1, . . . ,m. Thus, there exist scalars (akvk

)Dvk=1 and

(Ak
vk
)Dvk=1 such that

φk〉 =
D∑

vk=1

akvk

∣∣ψk
vk


, and Φk〉 =

D∑

vk=1

Ak
vk

∣∣ψk
vk


.

Therefore,

φ1 ◦ · · · ◦ φm〉 =
(

D∑

v1=1

a1v1

∣∣ψ1
v1


)

◦ · · · ◦
(

D∑

vm=1

amvm

∣∣ψm
vm


)

=

D∑

v1,...,vm=1

a1v1
· · · amvm

∣∣ψ1
v1

◦ · · · ◦ ψm
vm


. (A.2)

and similarly,

Φ1 ◦ · · · ◦ Φm〉 =
D∑

v′
1,...,v

′
m=1

A1
v′
1
· · ·Am

v′
m

∣∣∣ψ1
v′
1
◦ · · · ◦ ψm

v′
m

〉
.

Thus,

〈φ1 ◦ · · · ◦ φmΦ1 ◦ · · · ◦ Φm〉
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=

D∑

v1,...,vm=1
v′
1,...,v

′
m=1

a1v1
· · · amvm

A1
v′
1
· · ·Am

v′
m

〈
ψ1
v1

◦ · · · ◦ ψm
vm

∣∣∣ψ1
v′
1
◦ · · · ◦ ψm

v′
m

〉
. (A.3)

Since the states
∣∣ψ1

v1
◦ · · · ◦ ψm

vm


form an orthonormal set, we have

〈φ1 ◦ · · · ◦ φmΦ1 ◦ · · · ◦ Φm〉 =
D∑

v1,...,vm=1
v′
1,...,v

′
m=1

a1v1
· · · amvm

A1
v′
1
· · ·Am

v′
m
δ(v1,...,vm),(v′

1,...,v
′
m)

=

D∑

v1,v′
1=1

a1v1
A1

v′
1
δv1,v′

1
· · ·

D∑

vm,v′
m=1

a1vm
A1

v′
m
δvm,v′

m

=

D∑

v1,v′
1=1

a1v1
A1

v′
1


ψv1

∣∣ψv′
1


· · ·

D∑

vm,v′
m=1

a1vm
A1

v′
m


ψvm

∣∣ψv′
m



= 〈φ1Φ1〉 · · · 〈φmΦm〉 . (A.4)

Since φk〉 and Φk〉 belong in the range of Uk for k = 1, . . . ,m, there exist vectors (χk〉)mk=1,

(Xk〉)mk=1 in K such that φk = Uk(χk) and Φk = Uk(Xk) for all k = 1, . . . ,m. Hence,

〈(U1 ◦ · · · ◦ Um)(χ1 ⊗ · · ·⊗ χm)(U1 ◦ · · · ◦ Um)(X1 ⊗ · · ·⊗Xm)〉
= 〈U1χ1 ◦ · · · ◦ UmχmU1X1 ◦ · · · ◦ UmXm〉
= 〈U1χ1U1X1〉 · · · 〈UmχmUmXm〉
= 〈χ1X1〉 · · · 〈χmXm〉 , (A.5)

(where the rst equality is valid because of the denition of U1 ◦ · · · ◦ Um, the second equal-

ity is valid because of Equation (A.4), and the third equality is valid since U1, . . . , Um are

isometries). Thus, U1 ◦ · · · ◦Um maps an orthonormal basis of K⊗m to an orthonormal set of

(C2)⊕, and thus it is an isometry. In particular, by taking φk = Φk, (and hence χk = Xk) for

k = 1, . . . ,m, Equation (A.5) gives that U1 ◦ · · · ◦ Um satises

‖(U1 ◦ · · · ◦ Um)(χ1 ⊗ · · ·⊗ χm)‖ = ‖χ1〉‖ · · · ‖χm〉‖ = ‖χ1 ⊗ · · ·⊗ χm‖.


Notice that Equation (A.4) gives the following important consequence:

Remark 4.1 Let (ψi〉)Di=1 be a jointly orthonormal sequence in the Fock space, and m be a

xed natural number. Then, on the linear span of (ψi〉)Di=1 concatenations of m-many vectors

are well dened.

Appendix B The proof of Theorem 2.17

First, we need to introduce a well known lemma which is required in the proof of our main

result.

Lemma 4.2 For z ∈ N consider a non-increasing sequence of positive real numbers Q1 ≥
Q2 ≥ · · · ≥ Qz ≥ 0. Further, consider another arbitrary sequence of positive real numbers
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l1, l2, . . . , lz and its non-decreasing enumeration l′1 ≤ l′2 ≤ · · · ≤ l′z. Then,

z∑

i=1

Qil
′
i ≤

z∑

i=1

Qili.

Proof: Consider the two terms (Q1L+ql′1), (associated to Q1 and to l′1), in the sum
z

i=1 Qili.

Since Q1 is the largest term in the sequence Qizi=1, we have Q1 ≥ q. Also, since l′1 is the

smallest term in the sequence lizi=1, we have l′1 ≤ L. Thus,

Q1(L− l′1) ≥ q(L− l′1) ⇒ Q1L+ ql′1 ≥ Q1l
′
1 + qL.

Therefore, by replacing the terms (Q1L+ql′1) in the sum
z

i=1 Qili with the smaller quantity

(Q1l
′
1+qL) yields a smaller sum

z
i=1 Qili−(Q1L+ql′1)+(Q1l

′
1+qL). By continuing similarly

for the next largest number Q2 in the newly created sum
z

i=1 Qili−(Q1L+ql′1)+(Q1l
′
1+qL)

yields an even smaller sum. By continuing this process for all Qi’s one by one in descending

order, we obtain the sum
z

i=1 Qil
′
i which is smaller than the original sum

z
i=1 Qili. 

Another preliminary material that we need for our main result is the following theorem

which is a straightforward generalization of the quantum Kraft-McMillan inequality (and its

converse) considered in [3].

Theorem 4.3 Consider a Hilbert space H of dimension D and a sequence of jointly or-

thonormal length codewords (ψi〉)Di=1 ⊆ (C2)⊕ such that each ψi〉 ∈ (C2)⊗`i for some `i ∈ N.
For k ∈ 1, . . . ,m, if each Uk =

D
i=1

∣∣ψi


eki
∣∣, then the nite sequence of quantum codes

(Uk)
m
k=1 is uniquely decodable and the following inequality is satised

D∑

i=1

2−`i ≤ 1. (B.1)

Conversely, assume that (Uk)
m
k=1 is a sequence of quantum codes and each Uk =

D
i=1

∣∣ψi


eki
∣∣,

where (ψi〉)Di=1 ⊆ (C2)⊕ is the common sequence of length codewords such that each ψi〉 ∈
(C2)⊗`i for some `i ∈ N and the lengths (`i)

D
i=1 satisfy the Inequality (B.1). Then, there exist

a jointly orthonormal sequence of length codewords (ψ′
i〉)Di=1 ⊆ (C2)⊕ such that each ψ′

i〉 ∈
(C2)⊗`i , and a uniquely decodable quantum code (U ′

k)
m
k=1 such that each U ′

k =
D

i=1

∣∣ψ′
i


eki
∣∣.

Proof: Fix a jointly orthonormal sequence ψi〉Di=1 such that each ψi〉 is a length state i.e.

Tr(ψi〉〈ψiΛ) = `i ∈ N or equivalently, ψi〉 ∈ (C2)⊗`i . Consider a sequence of quantum codes

(Uk)
D
k=1 where each isometry Uk for k ∈ 1, . . . ,m is constructed by taking an arbitrary

orthonormal basis eki Di=1 but the same jointly orthonormal sequence ψi〉Di=1 such that

Uk =
D

i=1

∣∣ψi


eki
∣∣. By Denition 2.10, it follows that the collection ψi1 ◦ ψi2 ◦ · · · ◦ ψim〉

for i1, . . . , im ∈ 1, . . . , D is an orthonormal set. Then, by Theorem 2.9, it follows that

the sequence (Uk)
D
k=1 is a uniquely decodable quantum code.

For each n,N ∈ N, let

CN
n = Ψn〉 ∈ (C2)⊗N : Ψn〉 = ψi1 ◦ ψi2 ◦ · · · ◦ ψin〉 for some i1, . . . , in ∈ 1, . . . , D

be the collection of states formed from concatenation of n-many codewords and having length

N , and let

d` = #i ∈ 1, . . . , D : ψi ∈ (C2)⊗`
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be the number of ψi〉’s in (C2)⊗` for each ` ∈ N. Since the sequence (ψi〉)Di=1 is jointly

orthonormal, the elements of CN
n are pairwise orthogonal, hence linearly independent, and

since they belong in (C2)⊗N whose dimension is equal to 2N , we have

#CN
n =

∑

`i1+···+`in=N

d`i1d`i2 . . . d`in ≤ 2N .

Thus,

2−N
∑

`i1+···+`in=N

d`i1d`i2 . . . d`in =
∑

`i1+···+`in=N

(2−`i1d`i1 )(2
−`i2d`i2 ) · · · (2

−`ind`in ) ≤ 1

Set `max = max
1≤i≤D

`i so that N ≤ n`max. Summing the above inequality over N we obtain

`max∑

`i1 ,`i2 ,...,`in=1

= (2`i1d`i1 )(2
`i2d`i2 ) · · · (2

`ind`in ) =

(
`max∑

`=1

2−`d`

)n

≤ n`max.

Notice that the left hand side of this inequality is exponential while the right hand side is

linear. This implies that the left hand side is bounded above by 1. Hence, we must have that

`max∑

`=1

2−`d` =

D∑

i=1

2−`i ≤ 1,

and hence the classical Kraft-McMillan Inequality is also valid.

Conversely, suppose that (Uk)
m
k=1 is a sequence of quantum codes having a common

sequence of length codewords (ψi〉)Di=1 and let `i ∈ N ∪ 0 be the length of ψi〉 for all

i = 1, . . . , D. Assume that Inequality (B.1) is satised. Hence the classical Kraft-McMillan

inequality is valid. So, by the converse of the classical Kraft-McMillan Theorem, there exists a

set of bit strings ψ′
iDi=1 such that there are exactly d` many bit strings with length ` for each

` ∈ N, and the sequence (ψ′
i)

D
i=1 forms the image of a uniquely decodable (and in fact, instanta-

neous) classical code. Then, the sequence (ψ′
i〉)Di=1 of the corresponding qubit strings satises

ψ′
i〉 ∈ (C2)⊗`i and every sequence of isometries (U ′

k)
m
k=1 such that each U ′

k =
D

i=1

∣∣ψ′
i


eki
∣∣

(also called classical-quantum code as in [3]) for k = 1, . . . ,m, forms a uniquely decodable

sequence of quantum codes with a common sequence of jointly orthonormal length codewords.


The last ingredient that we need for the proof of our main result is the denition of

concatenations of certain rank-1 operators on the Fock space. Notice that Remark 4.1 ensures

that the concatenation of rank-1 operators as introduced in the next denition is well dened.

Denition 4.4 Let (ψi〉)Di=1 be a jointly orthonormal sequence of length codewords in the

Fock space. If m ∈ N and I = (i1, i2, . . . , im) ∈ 1, . . . , Dm, then let

∣∣∣∣ ◦i∈I
ψi


:= ψi1 ◦ ψi2 ◦ · · · ◦ ψim〉 .

Let m ∈ N, and x〉 , y〉 be linear combinations of concatenations of m-many ψi〉’s. Similarly,

let n ∈ N and z〉 , w〉 be linear combinations of concatenations of n-many ψi〉’s. Thus,
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assume that

x〉 =
∑

i

µi

∣∣∣∣ ◦
i′∈Ix,i

ψi′


, y〉 =

∑

j

µj

∣∣∣∣ ◦
j′∈Iy,j

ψj′


,

z〉 =
∑

k

µk

∣∣∣∣ ◦
k′∈Iz,k

ψk′


and w〉 =

∑

`

µ`

∣∣∣∣ ◦
`′∈Iw,`

ψ`′


, (B.2)

where µi, µj , µk, µ` ∈ C, Ix,i, Iy,j ∈ 1, . . . , Dm, and Iz,k, Iw,` ∈ 1, . . . , Dn for all i, j, k, `.

Then, we dene the concatenation of the rank-1 operators x〉〈y and z〉〈w by

x〉〈y ◦ z〉〈w := x ◦ z〉〈y ◦ w .

As a further clarication of the above denition, notice that under its setting, we have

that if I = (i1, . . . , im) ∈ 1, . . . , Dm and J = (j1, . . . , jn) ∈ 1, . . . , Dn for some m,n ∈ N,
then let I ◦ J ∈ 1, . . . , Dm+n be dened by I ◦ J = (i1, . . . , im, j1, . . . , jn). Hence, notice

that

x ◦ z〉 =
∑

i,k

µiµk

∣∣∣∣ ◦
m∈Ix,i◦Iz,k

ψm


and y ◦ w〉 =

∑

j,`

µjµ`

∣∣∣∣ ◦
n∈Iy,j◦Iw,`

ψn


.

Thus,

x ◦ z〉〈y ◦ w =
∑

i,k,j,`

µiµkµjµ`

∣∣∣∣ ◦
m∈Ix,i◦Iz,k

ψm


◦

n∈Iy,j◦Iw,`

ψn

∣∣∣∣ .

Now we are ready to present the proof of our main result.

Proof of Theorem 2.18: Let U = Un1,...,n(k−1)l be any arbitrary special block code, which is

used to encode m many blocks of pure states emitted by a given quantum stochastic source

S (Denition 2.1), where each block size is l. Let (ψi〉)d
l

i=1 ⊆ (C2)⊕ be a sequence of jointly

orthonormal length codewords which belongs in the range of every member of U such that

each ψi〉 has length `i for some `i ∈ N i.e. Tr(ψi〉〈ψiΛ) = `i, or equivalently ψi〉 ∈ (C2)⊗`i .

Let the orthonormal sequences be (ei〉)d
l

i=1 for k = 1 , and (
∣∣en1,...,n(k−1)l

i


)d

l

i=1 for 2 ≤ k ≤ m

and n1, . . . , n(k−1)l ∈ 1, . . . , N such that

U =

dl∑

i=1

ψi〉〈ei and Un1,...,n(k−1)l =

dl∑

i=1

∣∣ψi


e
n1,...,n(k−1)l

i

∣∣ . (B.3)

Since we want to minimize the average codeword length, we encode the ensemble state ρml

(Denition 2.3) for ml emissions from the source S using the quantum codes of the special

block code U . Recall that the average codeword length of U is dened in Denition 2.17 to

be equal to

N∑

n1,...,nml=1

p(n1, . . . , nml)

Tr

(
∣∣U(sn1

· · · snl
) ◦ Un1,...,nl(snl+1

· · · sn2l
) ◦ · · · ◦ Un1,...,n(m−1)l(sn(m−1)l+1

· · · snml
)



U(sn1

· · · snl
) ◦ Un1,...,nnl (snl+1

· · · sn2l
) ◦ · · · ◦ Un1,...,n(m−1)l(sn(m−1)l+1

· · · snml
)
∣∣Λ

)
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We will obtain the minimum average codeword length over all special block codes in two

steps: in the rst step, we optimize the orthonormal basis 
∣∣en1,...,n(k−1)l

i


dl

i=1 for each isom-

etry Un1,...,n(k−1)l ∈ U , and in the second step, we optimize the common jointly orthonormal

sequence of length codewords (ψi〉)d
l

i=1.

From now on, in the interest of minimizing the horizontal space used by equations, we

will abbreviate certain scalars, pure states, mixed states and sums as in the following table

for r ≤ t, i ∈ N.

The expression is abbreviated by

Scalars:
p(nr, . . . , nt) p[r, t]

λnr,...,nt

i λ
[r,t]
i

Pure states:

snr
· · · snt

〉
∣∣s[r,t]



λnr,...,nt

i 〉
∣∣∣λ[r,t]

i

〉

en1,...,nt
u 〉 etu〉∣∣eu0
en1,...,nl
u1

en1,...,n2l
u2

· · · en1,...,ntl
ut

 ∣∣∣e[0,tl][u0,ut]

〉

ψur
· · ·ψut

〉
∣∣ψ[ur,ut]



Mixed states: ρnr,...,nt ρ[r,t]

Sums:

N
nr,...,nt=1

N
[nr,nt]dl

ur,...,ut=1

dl

[ur,ut]dl

ur,...,ut,u
′
r,...,u

′
t=1

dl

[ur,ut,u
′
r,u

′
t]

Table B.1 The list of all abbreviations that are used in this proof.

Also we accept the following convention.

Convention 4.5 For t < 0, the state
∣∣eu0

en1,...,nl
u1

en1,...,n2l
u2

· · · en1,...,ntl
ut


and its abbreviation∣∣∣e[0,tl][u0,ut]

〉
do not exist and these terms should be ignored where they appear. For t = 0, the

state
∣∣eu0

en1,...,nl
u1

en1,...,n2l
u2

· · · en1,...,ntl
ut


and its abbreviation

∣∣∣e[0,tl][u0,ut]

〉
stand for the state eu0

〉.
Using these abbreviations, the average codeword length of U can be written as:

N∑

[n1,nml]

p[1,ml] Tr
 ∣∣U(s[1,l]) ◦ Un1,...,nl(s[l+1,2l]) ◦ · · · ◦ Un1,...,n(m−1)l(s[(m−1)l+1,ml])




U(s[1,l]) ◦ Un1,...,nl(s[l+1,2l]) ◦ · · · ◦ Un1,...,n(m−1)l(s[(m−1)l+1,ml])

∣∣Λ

.

(B.4)

The expression inside the trace in the above formula of the average codeword length of U
can be written as

∣∣U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)ls[(m−2)l+1,(m−1)l]


◦
∣∣Un1,...,n(m−1)l(s[(m−1)l+1,ml])



U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)ls[(m−2)l+1,(m−1)l]

∣∣ ◦

Un1,...,n(m−1)l(s[(m−1)l+1,ml])

∣∣Λ.

We rewrite the last expression as
∣∣U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])



U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])

∣∣ ◦∣∣Un1,...,n(m−1)l(s[(m−1)l+1,ml])

Un1,...,n(m−1)l(s[(m−1)l+1,ml])

∣∣Λ,
(B.5)
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where the concatenation of the two rank-1 operators is dened via Denition 4.4. By (B.5),

Expression (B.4) becomes:

N∑

[n1,nml]

p[1,ml]

Tr
 ∣∣U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])



U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])

∣∣

◦
∣∣Un1,...,n(m−1)l(s[(m−1)l+1,ml])


Un1,...,n(m−1)l(s[(m−1)l+1,ml])

∣∣Λ


=

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

Tr

(
∣∣U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])




U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])

∣∣ ◦
N∑

[n(m−1)l+1,nml]

p[1,ml]

p[1, (m− 1)l]

∣∣Un1,...,n(m−1)l(s[(m−1)l+1,ml])



Un1,...,n(m−1)l(s[(m−1)l+1,ml])

∣∣Λ
)

=

N∑

[n1,nml]

p[1, (m− 1)l]

Tr

(
∣∣U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])




U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])

∣∣

◦ Un1,...,n(m−1)l

(
N∑

[n(m−1)l+1,nml]

p[1,ml]

p[1, (m− 1)l]

∣∣s[(m−1)l+1,ml]


s[(m−1)l+1,ml]

∣∣
)

(Un1,...,n(m−1)l)†Λ

)

=

N∑

[n1,nml]

p[1, (m− 1)l]

Tr

(
∣∣U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])




U(s[1,l]) ◦ · · · ◦ Un1,...,n(m−2)l(s[(m−2)l+1,(m−1)l])

∣∣

◦ Un1,...,n(m−1)l


ρ[1,(m−1)l]


(Un1,...,n(m−1)l)†Λ

)
, (B.6)
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where ρ[1,(m−1)l] is the mth block conditional ensemble state as in Denition 2.4. If we use

Equation (B.3), the abbreviations listed in Table B.1, and the Convention 4.5, this expression

becomes equal to the following:

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

Tr

(
dl∑

[u0,um−2,u
′
0,u

′
m−2]

〈
e
[0,(m−2)l]
[u0,um−2]

∣∣∣s[1,(m−1)l]

〉
s[1,(m−1)l]

∣∣∣∣e
[0,(m−2)l]

[u
′
0,u

′
m−2]



∣∣∣ψ[u0,um−2]

〉〈
ψ[u

′
0,u

′
m−2]

∣∣∣ ◦ Un1,...,n(m−1)lρ[1,(m−1)l](Un1,...,n(m−1)l)† Λ

)
.

(B.7)

Consider the spectral decomposition of the quantum state ρ[1,(m−1)l] given as

ρ[1,(m−1)l] =

dl∑

i=1

λ
[1,(m−1)l]
i

∣∣∣λ[1,(m−1)l]
i

〉〈
λ
[1,(m−1)l]
i

∣∣∣ (B.8)

where each λ
[1,(m−1)l]
i is an eigenvalue corresponding to the eigenvector

∣∣∣λ[1,(m−1)l]
i

〉
, (see Ta-

ble B.1). Without loss of generality, we assume that λ
[1,(m−1)l]
1 ≥ λ

[1,(m−1)l]
2 · · · ≥ λ

[1,(m−1)l]

dl ≥
0. Thus, using Equation (B.8) we obtain that the average codeword length of U (i.e. Expres-

sion (B.7))is equal to

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

Tr

(
dl∑

[u0,um−2,u
′
0,u

′
m−2]

〈
e
[0,(m−2)l]
[u0,um−2]

∣∣∣s[1,(m−1)l]

〉
s[1,(m−1)l]

∣∣∣∣e
[0,(m−2)l]

[u
′
0,u

′
m−2]

 ∣∣∣ψ[u0,um−2]

〉〈
ψ[u

′
0,u

′
m−2]

∣∣∣

◦
dl∑

i=1

λ
[1,(m−1)l]
i

dl∑

[um−1,u
′
m−1]

〈
em−1
um−1

∣∣∣λ[1,(m−1)l]
i

〉
λ
[1,(m−1)l]
i

∣∣∣∣e
m−1

u
′
m−1

 ∣∣∣ψum−1

〉〈
ψu

′
m−1

∣∣∣Λ
)

=

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−2,u
′
0,u

′
m−2]

〈
e
[0,(m−2)l]
[u0,um−2]

∣∣∣s[1,(m−1)l]

〉
s[1,(m−1)l]

∣∣∣∣e
[0,(m−2)l]

[u
′
0,u

′
m−2]



dl∑

i=1

λ
[1,(m−1)l]
i

dl∑

[um−1,u
′
m−1]

〈
em−1
um−1

∣∣∣λ[1,(m−1)l]
i

〉
λ
[1,(m−1)l]
i

∣∣∣∣e
m−1

u
′
m−1



Tr

( ∣∣∣ψ[u0,um−1]

〉〈
ψ[u

′
0,u

′
m−1]

∣∣∣Λ
)

=

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−2,u
′
0,u

′
m−2]

〈
e
[0,(m−2)l]
[u0,um−2]

∣∣∣s[1,(m−1)l]

〉
s[1,(m−1)l]

∣∣∣∣e
[0,(m−2)l]

[u
′
0,u

′
m−2]


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dl∑

i=1

λ
[1,(m−1)l]
i

dl∑

[um−1,u
′
m−1]

〈
em−1
um−1

∣∣∣λ[1,(m−1)l]
i

〉
λ
[1,(m−1)l]
i

∣∣∣∣e
m−1

u
′
m−1



∞∑

`=0

`
〈
ψ[u

′
0,u

′
m−1]

∣∣∣Π`

∣∣∣ψ[u0,um−1]

〉
, (B.9)

where in the last equality we used the cyclic property of trace and Equation (8).

Then, we can evaluate part of the Equation (B.9) as follows:

∞∑

`=0

`
〈
ψ[u

′
0,u

′
m−1]

∣∣∣Π`

∣∣∣ψ[u0,um−1]

〉
=




m−1∑

j=0

`uj




(
m−1∏

k=0

δuk,u
′
k

)

since (ψi〉)d
l

i=1 is a jointly orthonormal sequence of length codewords (Denition 2.10). So,

Equation (B.9) simplies to the following expression:

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2

dl∑

i=1

λ
[1,(m−1)l]
i

dl∑

um−1=1

∣∣∣
〈
λ
[1,(m−1)l]
i

∣∣∣em−1
um−1

〉∣∣∣
2 m−1∑

j=0

`uj
. (B.10)

Notice that since
{∣∣∣λ[1,(m−1)l]

i

〉}dl

i=1
and

{∣∣∣em−1
um−1

〉}dl

um−1=1
are both orthonormal bases of

H⊗l, we have

dl∑

i=1

∣∣∣
〈
λ
[1,(m−1)l]
i

∣∣∣em−1
um−1

〉∣∣∣
2

=

dl∑

um−1=1

∣∣∣
〈
λ
[1,(m−1)l]
i

∣∣∣em−1
um−1

〉∣∣∣
2

= 1.

Therefore, for every n1, . . . , n(m−1)l ∈ 1, . . . , N, the terms

∣∣∣
〈
λ
[1,(m−1)l]
i

∣∣∣em−1
um−1

〉∣∣∣
2

: i, um−1 = 1, . . . , dl


(B.11)

in Expression (B.10) above, form a dl × dl bistochastic matrix Bn1,...,n(m−1)l . By the Birko-

von Neumann Theorem, every dl × dl bistochastic matrix can be written as a convex combi-

nation of at most dl! many permuation matrices. So,

Bn1,...,n(m−1)l =

dl!∑

h=1

t
n1,...,n(m−1)l

h P
n1,...,n(m−1)l

h , (B.12)

where

t
n1,...,n(m−1)l

h

dl!

h=1
are convex coecients and


P

n1,...,n(m−1)l

h

dl!

h=1
are permutation ma-

trices. For every xed n1, . . . , n(m−1)l ∈ 1, . . . , N, dene the function fn1,...,n(m−1)l on the

dl × dl matrices B = (B(i, um−1))
dl

i,um−1=1 and taking scalar values, as follows:

fn1,...,n(m−1)l(B) =
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dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2 dl∑

i=1

λ
[1,(m−1)l]
i

dl∑

um−1=1

B(i, um−1)

m−1∑

j=0

`uj
. (B.13)

Notice that the function fn1,...,n(m−1)l is ane. Thus, for xed n1, . . . , n(m−1)l ∈ 1, . . . , N,
there exists h ∈ 1, . . . , dl!, (which depends on n1, . . . , n(m−1)l), such that the minimizer

Bn1,...,n(m−1)l of fn1,...,n(m−1)l is equal to P
n1,...,n(m−1)l

h , i.e.

fn1,...,n(m−1)l(Bn1,...,n(m−1)l)

≥fn1,...,n(m−1)l(P
n1,...,n(m−1)l

h )

=

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2 dl∑

i=1

λ
[1,(m−1)l]
i

dl∑

um−1=1

P
n1,...,n(m−1)l

h (i, um−1)

m−1∑

j=0

`uj
,

where P
n1,...,n(m−1)l

h (i, um−1) denotes the (i, um−1) entry of P
n1,...,n(m−1)l

h . Since P
n1,...,n(m−1)l

h

is a dl × dl permutation matrix, for every 1 ≤ i ≤ dl there exists a unique gi ∈ 1, . . . , dl
such that P

n1,...,n(m−1)l

h (i, gi) = 1, and all other entries of the ith row are equal to 0. Hence,

P
n1,...,n(m−1)l

h (i, um−1) = δum−1,gi . (B.14)

Therefore,

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2 dl∑

i=1

λ
[1,(m−1)l]
i

dl∑

um−1=1

P
n1,...,n(m−1)l

h (i, um−1)

m−1∑

j=0

`uj

=

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2 dl∑

i=1

λ
[1,(m−1)l]
i

(
m−2∑

j=0

`uj
+ `gi

)
. (B.15)

For the length sequence (`i)
dl

i=1 of the jointly orthonormal sequence of length codewords

(ψ〉)dl

i=1, we can assume without loss of generality that

`1 ≤ `2 ≤ · · · ≤ `dl . (B.16)

Since we have also assumed that λ
[1,(m−1)l]
1 ≥ λ

[1,(m−1)l]
2 ≥ · · · ≥ λ

[1,(m−1)l]

dl ≥ 0, we obtain

by Lemma 4.2, that Equation (B.15) is minimized when

gi = i for 1 ≤ i ≤ dl. (B.17)

Equations (B.14) and (B.17) imply that the minimizer permutation matrix Pn1,...,n(m−1)l

is equal to the identity dl × dl matrix. Since the entries of the input matrices of the function

fn1,...,n(m−1)l are given by (B.11), we obtain that
∣∣∣
〈
λ
[1,(m−1)l]
i

∣∣∣em−1
um−1

〉∣∣∣ = δi,um−1
for i, um−1 = 1, . . . , dl.

Since both vectors
∣∣∣λ[1,(m−1)l]

i

〉
and

∣∣∣em−1
um−1

〉
are normalized, one can infer that

∣∣em−1
i


= αi

∣∣∣λ[1,(m−1)l]
i

〉
for some αi ∈ C with αi = 1 for 1 ≤ i ≤ dl.
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By ignoring the phase factors αi’s, (since they do not aect the average codeword length of

U , as it can be seen by the Expression (B.10)), we conclude that the average codeword length

of U will be minimized if we use the following isometry to encode the last (mth) block:

Un1,...,n(m−1)l =

dl∑

i=1

∣∣∣ψi

〉〈
λ
[1,(m−1)l]
i

∣∣∣ . (B.18)

Equation (B.17) also gives that the minimum of Expression (B.10) is equal to

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2 dl∑

i=1

λ
[1,(m−1)l]
i

(
m−2∑

j=0

`uj
+ `i

)
.

(B.19)

One can proceed with nding the optimal orthonormal basis for (m− 1)th block in a similar

manner, as we explain now. Equation (B.19) can be split into two sums as follows:

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2 dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2 dl∑

i=1

λ
[1,(m−1)l]
i




m−2∑

j=0

`uj


 .

(B.20)

Note that

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)]
[u0,um−2]

〉∣∣∣
2

=
∥∥∣∣s[1,(m−1)l]

∥∥2 = 1 and

dl∑

i=1

λ
[1,(m−1)l]
i = 1,

hence Expression (B.20) simplies as follows:

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2




m−2∑

j=0

`uj


 .

(B.21)

It is worth mentioning at this point that splitting Equation (B.19) followed by some simpli-

cations gave Equation (B.21) which has two parts: a) the rst line i.e.
N

[n1,n(m−1)l]
p[1, (m−

1)l]
dl

i=1 λ
[1,(m−1)l]
i `i represents the minimum average codeword length for the mth (last)

block for the xed set of lengths (`i)
dl

i=1 and b) the second line represents the sum of the

average codeword lengths for the rst (m − 1) blocks which still needs to be minimized. As

we will see below, this second line can be similarly split further into the minimum average
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codeword length for the (m − 1)th block for the given set of lengths (`i)
dl

i=1 and the sum of

the average codeword lengths for the rst (m − 2) blocks subject to further minimization.

Therefore, the minimum average codeword length for m blocks is the sum of the minimum

average codeword lengths for each block.

Notice that the second line of Expression (B.21) can be simplied as follows:

dl∑

[u0,um−2]

∣∣∣
〈
s[1,(m−1)l]

∣∣∣e[0,(m−2)l]
[u0,um−2]

〉∣∣∣
2




m−2∑

j=0

`uj




=

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2 dl∑

um−2=1

∣∣∣
〈
s[(m−2)l+1,(m−1)l]

∣∣∣e(m−2)l
um−2

〉∣∣∣
2




m−3∑

j=0

`uj


+

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

um−2=1

∣∣∣
〈
s[(m−2)l+1,(m−1)l]

∣∣∣e(m−2)l
um−2

〉∣∣∣
2

`um−2




=

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2 ∥∥∣∣s[(m−2)l+1,(m−1)l]

∥∥2



m−3∑

j=0

`uj


+

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2
(

dl∑

um−2=1

`um−2

〈
e(m−2)l
um−2

∣∣∣s[(m−2)l+1,(m−1)l]

〉

〈
s[(m−2)l+1,(m−1)l]

∣∣∣e(m−2)l
um−2

〉)

=

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




m−3∑

j=0

`uj


+

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2
(

dl∑

um−2=1

`um−2

〈
e(m−2)l
um−2

∣∣∣s[(m−2)l+1,(m−1)l]

〉

〈
s[(m−2)l+1,(m−1)l]

∣∣∣e(m−2)l
um−2

〉)
.

By substituting the last quantity in Expression (B.21) we obtain
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N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




m−3∑

j=0

`uj


+

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

um−2=1

`um−2

〈
e(m−2)l
um−2

∣∣∣s[(m−2)l+1,(m−1)l]

〉〈
s[(m−2)l+1,(m−1)l]

∣∣∣e(m−2)l
um−2

〉

 .

(B.22)

Note that since the bras

sn(m−2)l+1

· · · sn(m−1)l

∣∣ do not appear any more in the second

line of Expression (B.22), the probability distributions p[1, (m− 1)l] in the second line of the

Expression (B.22) when summed over the indices n(m−2)l+1, . . . , n(m−1)l simplify to p[1, (m−
2)l]. Thus, Expression (B.22) simplies to

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




m−3∑

j=0

`uj


+

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

um−2=1

`um−2

〈
e(m−2)l
um−2

∣∣∣s[(m−2)l+1,(m−1)l]

〉〈
s[(m−2)l+1,(m−1)l]

∣∣∣e(m−2)l
um−2

〉



=

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




m−3∑

j=0

`uj


+

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

um−2=1

`um−2

〈
e(m−2)l
um−2

∣∣∣




N∑

[n(m−2)l+1,n(m−1)l]

p[1, (m− 1)l]

p[1, (m− 2)l]

∣∣s[(m−2)l+1,(m−1)l]


s[(m−2)l+1,(m−1)l]

∣∣



∣∣∣e(m−2)l
um−2

〉


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=

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




m−3∑

j=0

`uj


+

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

um−2=1

`um−2

〈
e(m−2)l
um−2

∣∣∣ρ[1,(m−2)l]
∣∣∣e(m−2)l

um−2

〉

 . (B.23)

As in Equation (B.8), consider the spectral decomposition of ρ[1,(m−2)l],

ρ[1,(m−2)l] =

dl∑

i=1

λ
[1,(m−2)l]
i

∣∣∣λ[1,(m−2)l]
i

〉〈
λ
[1,(m−2)l]
i

∣∣∣ . (B.24)

By substituting Equation (B.24) in Equation (B.23) we obtain:

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




m−3∑

j=0

`uj


+

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

i=1

λ
[1,(m−2)l]
i

dl∑

um−2=1

`um−2

∣∣∣
〈
λ
[1,(m−2)l]
i

∣∣∣e(m−2)l
um−2

〉∣∣∣
2


 .

(B.25)

As before (see Expression (B.10)), for every n1, . . . , n(m−2)l, each
∣∣∣
〈
λ
[1,(m−2)l]
i

∣∣∣e(m−2)
um−2

〉∣∣∣
2

in

Equation (B.25) above forms the (i, um−2) element of a dl×dl bistochastic matrixBn1,...,n(m−2)l

for 1 ≤ i, um−2 ≤ dl. By the Birko-von Neumann Theorem and Lemma 4.2, Equation (B.25)

attains its minimum at the dl × dl identity permutation matrix. Thus,
∣∣em−2

i


= αi

∣∣∣λ[1,(m−2)l]
i

〉
for some αi ∈ C with αi = 1 for 1 ≤ i ≤ dl,

and hence, by ignoring the phase factors αi’s as before, we conclude that the average

codeword length of U will be minimized if we use the following isometry to encode the last

(m− 1)th block:

Un1,...,n(m−2)l =

dl∑

i=1

∣∣∣ψi

〉〈
λ
[1,(m−2)l]
i

∣∣∣ . (B.26)
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In this case, Equation (B.25) simplies to

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




m−3∑

j=0

`uj


+

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

i=1

λ
[1,(m−2)l]
i `i




=

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

[u0,um−3]

∣∣∣
〈
s[1,(m−2)l]

∣∣∣e[0,(m−3)l]
[u0,um−3]

〉∣∣∣
2




dl∑

i=1

λ
[1,(m−2)l]
i `i +

m−3∑

j=0

`uj


 .

(B.27)

By comparing the Expressions (B.19) and (B.27), one can easily guess the formula of the

minimum average codeword length of U obtained by optimizing the orthonormal basis for

each isometry in the family U . We chose to write the details of the rst two steps rather

than the formal induction step, since it is easier to be followed by the reader. The minimum

average length of U is equal to

N∑

[n1,n(m−1)l]

p[1, (m− 1)l]

dl∑

i=1

λ
[1,(m−1)l]
i `i +

N∑

[n1,n(m−2)l]

p[1, (m− 2)l]

dl∑

i=1

λ
[1,(m−2)l]
i `i+

N∑

[n1,n(m−3)l]

p[1, (m− 3)l]

dl∑

i=1

λ
[1,(m−3)l]
i `i + · · ·+

N∑

n1=1

p[1, l]

dl∑

i=1

λ
[1,l]
i `i +

dl∑

i=1

λi`i

=

m−1∑

j=1




N∑

[n1,n(m−j)l]

p[1, (m− j)l]

dl∑

i=1

λ
[1,(m−j)l]
i `i


+

dl∑

i=1

λi`i, (B.28)

where λid
l

i=1 are the eigenvalues of the ensemble state ρl, i.e.

ρl =

dl∑

[n1,nl]

p[1, l]
∣∣s[1,l]


s[1,l]

∣∣ =
dl∑

i=1

λi λi〉〈λi ,

where λi is the eigenvalue corresponding to the eigenvector λi〉.
Similarly to Equations (B.18) and (B.26), we obtain that the average codeword length of

U will be minimized if we use the following isometries to encode each of the blocks:
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Un1,...,n(m−j)l =

dl∑

i=1

∣∣∣ψi

〉〈
λ
[1,(m−j)l]
i

∣∣∣ , for j = 1, . . . ,m− 1, and U =

dl∑

i=1

ψi〉〈λi . (B.29)

Equation (B.28) can be re-written as

m∑

j=2




N∑

[n1,n(j−1)l]

p[1, (j − 1)l]

dl∑

i=1

λ
[1,(j−1)l]
i `i


+

dl∑

i=1

λi`i, (B.30)

Now we move to the optimization of the sequence of jointly orthonormal length codewords

(ψi〉)d
l

i=1. By the forward direction of quantum Kraft-McMillan inequality (Theorem 4.3),

any nite sequence of quantum codes from the special block code is uniquely decodable and

the length sequence (`i)
dl

i=1 of the jointly orthonormal sequence of length codewords (ψ〉)dl

i=1

must satisfy the classical Kraft-McMillan inequality

dl∑

i=1

2−`i ≤ 1. (B.31)

Also recall that without loss of generality, the Inequality (B.16) is satised. Thus, in order to

minimize the average codeword length of U , we need to choose the optimal length sequence

(`i)
dl

i=1, which in addition to satisfying Equations (B.31) and(B.16), also minimizes Equa-

tion (B.30). Notice that a complete binary Kraft tree of height dlog2 dle has at least dl many

leaf nodes which are enough to assign uniquely decodable codewords to any set of dl many sym-

bols. Therefore, for any optimal length sequence (`i)
dl

i=1, we have 1 ≤ `i ≤ `max = dlog2 dle
for every i. So, it is clear that one needs to test nitely many such sequences of lengths (`i)

dl

i=1

to nd the optimal length sequence, and therefore the minimizer that we seek is well dened.

Once the sequence (`i)
dl

i=1 has been chosen as described in the above paragraph, then

choose a classical binary sequence (ωi)
dl

i=1 using the binary Kraft tree as shown in [13, Page

107, Theorem 5.2.1] such that the length of the codeword ωi (i.e. the number of its binary

digits), is equal to `i. Now, choose the sequence (ψi〉)d
l

i=1 to be equal to the sequence of

qubit strings (ωi〉)d
l

i=1. It is worth mentioning that the codewords (ωi)
dl

i=1 obtained from the

construction given in [13, Page 107, Theorem 5.2.1] are classical prex-free codes. However,

it is well known by the classical Kraft-McMillan inequality (and its converse) that for every

uniquely decodable codeword sequence with the lengths (`i)
dl

i=1, there also exists a prex-free

codeword sequence with the same lengths. So, it suces to construct the sequence of jointly

orthonormal length codewords (ψi〉)d
l

i=1 from the classical prex-free codes without aecting

the optimality. Additionally, since (ωi)
dl

i=1 is prex-free (and hence, uniquely decodable),

their concatenations denoted by ωi1 ◦ · · ·◦ωim for i1, . . . , im ∈ 1, . . . , dl are pairwise distinct

for any m ∈ N. Since each ωi〉 ∈ (C2)⊗`i , the indeterminate length of ωi〉 is equal to

Tr(Λ ωi〉〈ωi) = `i. Hence, each ωi〉 is a length codeword. Therefore, their concatenations

ωi1 ◦ · · · ◦ ωim〉 of length m are always well dened and orthonormal for every m ∈ N. So, the
sequence (ωi〉)d

l

i=1 forms a sequence of jointly orthonormal length codewords. Lastly, notice

that this sequence (ωi〉)d
l

i=1 is not unique as one can nd several such jointly orthonormal
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sequences of length codewords each having the same optimal length sequence. Finally, the

optimal special block code is then given by

V =
{
V n1,...,n(k−1)l : k ∈ 1, . . . ,m, and n1, . . . , n(k−1)l ∈ 1, . . . , N

}
,

(where for k = 1, the string n1, . . . , n(k−1)l is the empty string, and V n1,...,n(k−1)l is simply

denoted by V ), dened by

V n1,...,n(k−1)l =

dl∑

i=1

∣∣ωi


λ
n1,...,n(k−1)l

i

∣∣ ,

(where for k = 1, the vectors (
∣∣λn1,...,n(k−1)l

i


)d

l

i=1 stand for the eigenvectors (λi〉)d
l

i=1 of the

ensemble state ρl).

Since the length sequence (`i)
dl

i=1 of the obtained sequence of jointly orthonormal length

codewords (ωi〉)d
l

i=1 minimizes Equation B.30, it follows that Equation (11) is satised and

therefore, L(V) is the lower bound on the average codeword length over all special block codes.



Appendix C Proofs of Theorem 3.1 and Corollary 3.2

The proof of Theorem 3.1 proceeds similarly as that of Theorem 2.18.

Sketch of the proof of Theorem 3.1: As before, x m, l, and an arbitrary kth block condi-

tional ensemble state ρn1,...,n(k−1)l =
dl

i=1 λ
n1,...,n(k−1)l

i

∣∣λn1,...,n(k−1)l

i


λ
n1,...,n(k−1)l

i

∣∣ such that

λ
n1,...,n(k−1)
r ≥ λ

n1,...,n(k−1)l
s for r ≤ s. Dene L as before. Fix a constrained special block

code U = Ukmk=1 such that each isometry Uk =
dl

i=1

∣∣ψi


eki
∣∣ ∈ U has (ψi〉)d

l

i=1 as common

jointly orthonormal sequence of length codewords and an arbitrary orthonormal sequence

(
∣∣eki


)d

l

i=1. For every kth block, Alice uses the isometry Uk to encode the symbols. Suppose

that length(ψi〉) = `i ∈ N and without loss of generality, assume `r ≤ `s for r ≤ s. By the

forward direction of quantum Kraft-McMillan inequality (Theorem 4.3), we have that the set

of non-negative integer lengths `id
l

i=1 belongs to L.

In the sketch of the proof of Theorem 2.18, by using the Birkho-von Neumann Theorem

and Lemma 4.2, we argued that for a given set of lengths (`i)
dl

i=1 ∈ L, in order to achieve

the absolute minimization of the average codeword length, every ρn1,...,n(k−1)l needs to be

encoded using its corresponding optimal isometry Un1,...,n(k−1)l =
dl

i=1

∣∣ψi


λ
n1,...,n(k−1)l

i

∣∣.
However, Alice now favors simplicity at the cost of higher average codeword length, and uses

a xed isometry Uk =
dl

i=1

∣∣ψi


eki
∣∣ to encode each ρn1,...,n(k−1)l for every sequence of states∣∣sn1

, . . . , sn(k−1)l


as the rst (k − 1)l emissions. So, we can assert that

Tr

Ukρ

n1,...,n(k−1)lU †
kΛ


≥ Tr


Un1,...,n(k−1)lρn1,...,n(k−1)l(Un1,...,n(k−1)l)†Λ


(C.1)

Now the average codeword length for encoding the kth block ensemble state

ρk =

N∑

n1,...,n(k−1)l=1

p(n1, . . . , n(k−1)l)ρ
n1,...,n(k−1)l
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is given by ∑

n1,...,n(k−1)l

p(n1, . . . , n(k−1)l) Tr

Ukρ

n1,...,n(k−1)lU †
kΛ


(C.2)

for the xed set of lengths `id
l

i=1. Since Uk is independent of
∣∣sn1

, . . . , sn(k−1)l


, using the

linearity of trace and the denition of ρk (Denition 2.4), Equation (C.2) can be re-written

as

Tr


Uk


 ∑

n1,...,n(k−1)l

p(n1, . . . , n(k−1)l)ρ
n1,...,n(k−1)l


U †

kΛ


 = Tr


Ukρ

kU †
kΛ


. (C.3)

Consider the spectral decomposition of the kth block ensemble state, ρk =
dl

i=1 λ
k
i

∣∣λk
i


λk
i

∣∣
such that λk

r ≥ λk
s for r ≤ s. Then, it can be shown again by using the Birkho-von Neumann

Theorem and Lemma 4.2 that Tr

Ukρ

kU †
kΛ


is minimized for the given set of lengths `id

l

i=1

when Uk =
dl

i=1

∣∣ψi


λk
i

∣∣. If we use Uk =
dl

i=1

∣∣ψi


λk
i

∣∣, then Tr

Ukρ

kU †
kΛ


simplies to

dl

i=1 λ
k
i `i. Summing such length for each ρk gives Equation (14), which is the minimum

average codeword length of encoding m blocks for a xed set of lengths `id
l

i=1. Refer to

the paragraph following Equation (B.21) in the Appendix B for the details. Minimizing

Equation (14) over all sets of lengths in L gives Equation (15), which is the minimum average

codeword length of encoding m blocks over the set of all constrained special block codes. Once

the minimizer set of lengths is found, one can then construct an optimal jointly orthonormal

sequence of length codewords (ωi〉)d
l

i=1 and dene a minimizer special block code V as stated

in the theorem. 
From Equation (C.1), it should now be clear that for the same set of lengths `id

l

i=1, the

minimum average codeword length produced by this non-adaptive compression for encoding

ρk is at least as large as that produced by the adaptive compression for every kth block.

Precisely, this means that for the same set of lengths `id
l

i=1,

dl∑

i=1

λk
i `i ≥

∑

n1,...,n(k−1)l

p(n1, . . . , n(k−1)l)

dl∑

i=1

λ
n1,...,n(k−1)l

i `i

for every kth block. Consequently, it’s not hard to see that the minimum average codeword

length produced by the non-adaptive compression over the set of all constrained special block

codes for encoding m blocks of pure states is at least as large as that produced by the adaptive

compression over the set of all special block codes.

The proof of Corollary 3.2 proceeds as follows: If the quantum source is stationary, then

we can show as below that all the kth block ensemble states ρk’s are identical. Indeed, from

Equations (3) and (4), we have ρk =

N∑

n1,...,n(k−1)l=1

N∑

n(k−1)l+1,...,nkl=1

p(n1, . . . , nkl)
∣∣sn(k−1)l+1

· · · snkl


sn(k−1)l+1

· · · snkl

∣∣
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=

N∑

n(k−1)l+1,...,nkl=1

∣∣sn(k−1)l+1
· · · snkl


sn(k−1)l+1

· · · snkl

∣∣
N∑

n1,...,n(k−1)l=1

p(n1, . . . , nkl)

=

N∑

n(k−1)l+1,...,nkl=1

∣∣sn(k−1)l+1
· · · snkl


sn(k−1)l+1

· · · snkl

∣∣

P(X(k−1)l+1 = n(k−1)l+1, . . . , Xkl = nkl)

=

N∑

n(k−1)l+1,...,nkl=1

∣∣sn(k−1)l+1
· · · snkl


sn(k−1)l+1

· · · snkl

∣∣P(X1 = n(k−1)l+1, . . . , Xl = nkl)

(from Equation (2))

=

N∑

n1,...,nl=1

sn1
· · · snl

〉〈sn1
· · · snl

P(X1 = n1, . . . , Xl = nl) (re-writing above equation)

=

N∑

n1,...,nl=1

sn1
· · · snl

〉〈sn1
· · · snl

 p(n1, . . . , nl) (from Equation (1))

= ρl (from Denition 2.3).

Therefore, we have ρ1 = · · · = ρk = ρl. Consider the spectral decomposition of ρl and the

isometry V =
dl

i=1 ωi〉〈λi as in the statement of the corollary. This isometry V is the

optimal isometry [5, Theorem 2] for encoding the state ρl. As a result, it turns out that

in order to optimally encode every ρk, Alice can use the same isometry V . In other words,

the minimizer constrained special block code for a quantum stationary source is V = V .

Therefore, the minimum average codeword length for encoding m blocks of states will be

ILC(S,m, l) = mTr

V ρlV

†Λ

= m

dl

i=1 λi`i. Then the minimum average codeword length

per block is ILC(S,m,l)
m = Tr


V ρlV

†Λ

=

dl

i=1 λi`i = ILC(S, 1, l). Notice that the minimum

average codeword length per block depends only on the block size l and is independent of

the number of blocks m. We can now directly apply [5, Theorem 3] to bound this minimum

average codeword length per block from above and below in terms of the von-Neumann entropy

of the source as follows:

S(ρl) ≤
dl∑

i=1

λi`i ≤ S(ρl) + 1, (C.4)

where S(ρl) represents the von-Neumann entropy of ρl. Dividing the above Inequality (C.4)

throughout by the block size l, one obtains

S(ρl)

l
≤ 1

l

dl∑

i=1

λi`i ≤
S(ρl)

l
+

1

l
, (C.5)

where 1
l

dl

i=1 λi`i = ILC(S,1,l)
l represents the minimum average codeword length per sym-

bol over all constrained special block codes. Finally, taking the limit l → ∞ in the above

Inequality C.5, we get

lim
l→∞

ILC(S, 1, l)
l

= lim
l→∞

S(ρl)

l
= lim

l→∞
1

l

dl∑

i=1

λi`i (C.6)
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where liml→∞
S(ρl)

l represents the von-Neumann entropy rate of the stationary source which

is known to always exist [2, Theorem 9.14]. 


