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CNOT circuits are a common building block of general quantum circuits. The problem

of synthesizing and optimizing such circuits has received a lot of attention in the quan-

tum computing literature. This problem is especially challenging for quantum devices
with restricted connectivity, where two-qubit gates can only be placed between adjacent

qubits. The state-of-the-art algorithms for optimizing the number of CNOT gates are

heuristic algorithms that are based on Gaussian elimination and that use Steiner trees
to connect between different subsets of qubits. In this article, we suggest considering

weighted Steiner trees, and we present a simple low-cost heuristic to compute weights.

The simulated evaluation shows that the suggested heuristic is almost always beneficial
and reduces the number of CNOT gates by up to 10%.

Keywords: linear circuit synthesis, Steiner trees, quantum circuit compilation, quantum
information

1 Introduction

Quantum circuit synthesis is a process of constructing a quantum circuit that implements a

given unitary operator and can be executed on a given quantum device while minimizing the

number of gates or the depth of the circuit. Quantum devices differ in terms of supported

gate set and connectivity. For instance, superconducting quantum devices support single-

qubit rotations and the two-qubit CNOT gates; moreover, the CNOT gates can only be

placed between the “connected” qubits. Hence, placing an entangling two-qubit gate on non-

connected qubits requires finding an optimal route between these two qubits and placing

SWAP gates between all pairs of adjunct qubits in this route, where each SWAP gate can be

implemented using three CNOT gates (1). As the two-qubit gates are significantly noisier than

single-qubit gates, the goal of quantum circuit synthesis is usually to optimize the number of

CNOT gates or the CNOT depth of the constructed circuit.

CNOT circuits (that is, circuits that only consist of CNOT gates) appear as common build-

ing blocks of general quantum circuits. For instance, they are common subcircuits produced

by variational-quantum-eigensolver (VQE) algorithms used for quantum chemistry, quantum

simulation and quantum optimization (see, e.g. (2)). CNOT circuits also appear when study-

ing Clifford operators, (3) shows that any Clifford operator can be implemented in the form
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−CX−CZ−P−H−P−CZ−CX−, which includes two CX-layers (that is, two CNOT sub-

circuits). Thus, it should not be surprising that the problem of synthesizing and optimizing

CNOT circuits has received a lot of attention in the quantum computing literature.

The problem of synthesizing a CNOT-circuit of width n can be viewed as the problem of

reducing a matrix in GL2(n) to the identity matrix using Gaussian elimination (see section 2

for details), with the additional restriction that row operations can only be performed between

rows corresponding to connected qubits. Two algorithms for this task are described in (4–6),

which are both heuristic algorithms that aim to minimize the number of CNOT gates. The

SteinerGauss algorithm (4; 5) is based on reducing first a matrix in GL2(n) to a lower-

triangular matrix and then to the identity matrix. The RowCol algorithm (6) is based on

eliminating one qubit at a time. Crucially, both works rely on the computation of Steiner

trees between various sets of qubits to optimize the number of row operations for each basic

step of the algorithm (e.g., eliminating all non-diagonal 1s in the given column of a matrix).

In all of these works, Steiner tree optimization aims to minimize the number of edges needed

to connect a given subset of nodes. As the problem is NP-hard, in practice approximate

Steiner tree computation algorithms are used.

In general, at each step of the algorithm, multiple different optimal Steiner trees can be

found, with each tree leading to a different sequence of row operations and hence to a different

matrix obtained by executing these row operations. This work aims to improve the above

algorithms based on the intuition that it is beneficial to choose the tree that brings the matrix

“closer” to the target, the identity matrix. To this extent, we suggest assigning weights to

the edges of the connectivity graph and present a heuristic for doing so. This heuristic has

a low computational cost and can be easily used with any standard approximate Steiner

tree computation tool. Similar intuition and a related heuristic were described in (7) in the

context of phase polynomial synthesis. The experimental evaluation shows that the suggested

heuristic is beneficial and reduces the number of CNOT gates.

In addition, we improve the CNOT circuit depth compared to the RowCol and SteinerGauss

algorithms mentioned above. We note that for certain connectivity maps between the device

qubits, there are better known estimations. For all-to-all connectivity of the n qubits, where

every pair of qubits is connected, the depth of the CNOT circuit is bounded by n+O(log2(n))

(8; 9). For linear nearest neighbor connectivity of the n qubits the depth is bounded by 5n

(10). In (6) it was shown that for a two-dimensional grid connectivity of the n qubits, the

depth is O(n) with n2 ancillas. Recently, (11) extended the approach of (10) to handle blocks

of qubits arranged in a line, and in particular proved that the depth of the CNOT circuit

on the n-qubit grid is bounded by 4n (without using ancilla qubits). In some of the current

quantum devices, the connectivity between the qubits is a two-dimensional heavy hexagon,

into which one can embed a line or a sequence of blocks arranged in a line that includes all or

almost all of the qubits, obtaining an effective bound on the CNOT circuit depth. However,

such a bound is not known for all possible quantum device connectivity maps, and our results

provide a heuristic algorithm that improves the depth in general.

This paper is organized as follows. In Section 2, we describe the CNOT circuit synthesis

problem and the SteinerGauss and RowCol algorithms. In Section 3, we describe the weight

assignment heuristic and illustrate it with an example. Section 4 contains the experimental

evaluation. Section 5 concludes the paper.
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2 Preliminaries

Linear circuits Quantum circuits consisting only of CNOT gates are known as linear cir-

cuits or linear functions (12). The CNOT gate performs a controlled-not operation on two

qubits: CNOT (c, t) = (c, t ⊕ c), with c called the control qubit and t called the target

qubit. Hence, a CNOT gate between two qubits corresponds to a linear reversible function

f : F2
2 → F2

2, which is a 2× 2 binary invertible matrix. The CNOT gate is also universal for

linear reversible circuits, therefore any linear reversible function, i.e., any n×n matrix in the

GL2 (n) group, can be implemented using only CNOT gates. A single CNOT circuit gate,

controlled by wire i and acting on wire j 6= i, can be represented by the elementary matrix

Eij (equal to the identity matrix with component (i, j) flipped to 1). Composing a succession

of these operations one obtains a n × n parity matrix, representing a n-qubit linear circuit.

Row i of the matrix contains the parity output of qubit i, sum of those qubits with index j

such that the entry (i, j) of the matrix equals 1. Thus, given a random reversible operator M

we look for a sequence of m elementary matrices that satisfy(
m∏

k=1

Eik,jk

)
M = In ⇔

1∏
k=m

Eik,jk = M (1)

using E−1ij = Eij . A circuit containing CNOT operations corresponding to the sequence of

elementary matrices (Eik,jk)
1
k=m implements the function M . For example, the linear circuit

in figure 1 can be represented by

G5
1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1


G4

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1


G3

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1


G2

1 0 0 0
1 1 0 0
0 0 1 0
0 0 0 1


G1

1 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1

 =

M
0 0 1 1
1 0 1 1
0 1 1 1
0 1 0 1


(2)

Since two-qubit gates are prone to hardware errors, a synthesis algorithm will aim to

reduce the total amount of operations, known as the circuit size. A second key metric is the

resulting circuit depth, corresponding to the number of timestamps required to execute the

circuit, assuming that independent gates are performed simultaneously.

q0 :q0 : •
q1 :q1 : •

G2 G5
•

q2 :q2 :
G1 G4

•
q3 :q3 :

G3
•

Fig. 1. A linear circuit with depth 4 and 5 CNOT gates, corresponding to the 5 elementary
operations in Eq. (2).

Steiner Trees A coupling map of a quantum processor is usually represented using an

undirected graph G = (V,E) where V is a set of vertices (qubits) and the edges E denote the

coupling between adjacent qubits. Such graph has at most one edge connecting each pair of
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nodes (not a “multi-graph”) and no self-loops, i.e. edges with the same node on both ends.

The edges of a graph can be given a numerical weight by some rule, making it a weighted

graph. A tree is an undirected graph in which any two vertices are connected by a unique

path - a connected graph with no loops. A spanning tree of a connected graph is a tree

subgraph that includes all the vertices of G. Each graph may contain many spanning trees

and those with minimal overall edge weight are called minimal spanning trees (MST). Given

a graph G = (V,E) and a set of vertices S, a Steiner Tree T = (VT , ET ) is a minimal weight

tree subgraph that contains all the vertices in S. The nodes in S are often called terminals

and those in VT \ S are known as Steiner nodes. The problem of finding an optimal Steiner

tree in an arbitrary graph is known to be NP-hard (13). Our work uses the rustworkx graph

package (14), therefore to find a Steiner tree we used their method based on the (2 − 2/|S|)
approximate algorithm from (15). A special kind of Steiner tree used is a decreasing Steiner

tree, in which each node is larger than its children according to a certain input ordering of

the vertices.

Steiner tree based synthesis of linear circuits We briefly describe the state-of-the-art

algorithms SteinerGauss and RowCol for the synthesis of linear circuits in quantum devices

with restricted connectivity. The algorithms start with a linear invertible binary matrix and

aim to optimize the number of row operations (adhering to the connectivity of the device)

that reduce the matrix to the identity or to a permutation matrix.

The SteinerGauss (4; 5) algorithm first reduces the original matrix to an upper triangular

matrix. The matrix M is brought into the upper triangular form column after column. When

processing a column i, one considers the set S = {i}∪ {k| k > i and Mk,i = 1} corresponding

to the diagonal entry of Mi,i together with the column’s 1-entries below the diagonal. These

entries are then connected using an (approximated) Steiner tree, which is then used to perform

a sequence of row operations that result in Mi,i = 1 and Mk,i = 0 for all k > i. In the second

step, the matrix M is reduced to the identity matrix. This is achieved by transposing the

matrix (to become lower-triangular) and applying the algorithm from the previous step with

one important change required to preserve the lower-triangular form: only decreasing Steiner

trees can be used.

The RowCol algorithm (6) follows a somewhat different matrix simplification strategy. This

algorithm is presented as Algorithm 2 (without the gray highlighted text). RowCol processes

one node of V after another, each time fully simplifying both the relevant column and the

relevant row of M . Given a node i ∈ V , in lines 3–6 of the algorithm the diagonal element Mi,i

is turned to 1 and all non-diagonal elements in column i are turned to 0. This is similar to the

first step of SteinerGauss, except that all the 1 entries in column i are considered. In lines

8–11 all the non-diagonal elements in row i are turned to 0. To do so, the algorithm finds a

linear combination of rows that is equal to the target row plus the relevant unit vector. These

vertices are added to the target row, using Steiner trees to guide how the rows are added. At

this point Mi,i = 1 and Mi,k = Mk,i = 0 for all k 6= i. On line 12 the vertex i is removed

from the graph, and the process continues until the graph becomes empty.
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Input : Integer n, matrix M ∈ Fn×n
2 , graph (V,E) where |V | = n,

weight function w : Fn×n
2 × E → R≥0

Output: Row additions to transform M into I
1 for i ∈ V which is not a cut vertex do

2 UpdateEdgeWeight (M, G,w)
3 S = {j|Mji 6= 0} ∪ {i}
4 Find a tree T containing S ⊆ V in G
5 Postorder traverse T from i. When reaching j with parent k, add row j to row k if

Mji = 1 and Mki = 0
6 Postorder traverse T from i, add every row to its children when reached

7 UpdateEdgeWeight (M, G,w)
8 Let S′ ⊆ V that

∑
j∈S′ Mj = Mi + ei

9 Find a tree T ′ containing S′ ∪ {i}
10 Preorder traverse T ′ from i. When reaching j /∈ S′, add the j-th row to its parent
11 Postorder traverse T ′ from i, add every row to its parent when reached
12 Delete i from graph G

13 end
Fig. 2. Weighted RowCol, weighted edges optimization extension of the RowCol algorithm. Similar
adjustment can be used in SteinerGauss or any other Steiner tree based algorithm.

3 Method

We propose a heuristic method for weighting the edges of the coupling graph during a synthesis

algorithm, which leads to a reduced total number of CNOT gates in the transpiled circuit. In

the linear function synthesis task, one aims to transform a general binary matrix to the identity

using row operations. Since the atomic operator in the process is the addition of two binary

rows of the matrix, we look for a function that given two such vectors assigns a scalar weight.

A successful choice of a function of this kind will result in edges representing the number of

CNOT gates added upon their choice, and the optimal Steiner tree will include edges that

minimize the total number of gates added in the current step of the algorithm. However, such

a function is hard to find, as there is no exact quantitative measure connecting the linear

function matrix to the number of gates in the final circuit. Furthermore, after obtaining

an optimal tree, the mentioned algorithms apply many additions in both directions, that is,

parent-to-child and vice versa, actions that have to be taken into account when assigning a

weight. Therefore, we turn to heuristic methods. We use the Hamming distance, standard

measure of difference between binary arrays, defined for x, y ∈ Fn
2 as h (x, y) =

∑n
i=1 xi 6= yi,

with the distance from the zero array called the Hamming weight. Intuitively, as our target

In is a sparse matrix, we will prefer operations that minimize the Hamming weight of row

operations. Even though the addition manifests itself as the binary XOR operation, we explore

a wider choice of operations for the weight function and pick the best one as described below.

Other operations might yield better results, since after tree selection a complex sequence of

row additions is performed. We treat all the qubits symmetrically, therefore every entry in the

vector will be calculated by the same rule, limiting the choice to all 2-bit operations. The usage

of undirected graphs adds another constraint, 01 and 10 inputs must have the same output.
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A quick count shows that there are only 23 = 8 candidates, including the irrelevant constant

0 function (ZERO) and the constant 1 function (ONE), which is equivalent to the unweighted

case. More complex heuristic rules, such as bidirectional weights and parameterized scaling,

did not affect the overall synthesis.

Eventually, given a parity matrix M ∈ GL2 (n) and an edge e = (u, v), the weight is given

by

wf (M, e = (u, v)) = h (f (Mu,Mv)) (3)

where f is one of the functions listed in table 1. Therefore, when we come to use any linear

synthesis algorithm, we have several options for the weighting heuristic. In order to compare

the varying rules, we “pre-train” to find the ideal one, using a cost function estimating the

average CNOT count of an algorithm utilizing a specific rule. Given a set of graphs G and a

weight heuristic wf calculate

cost (f) =
∑
G∈G

1

|G|2
〈CNOT count (G,M,wf )〉M∈Psamp(G) (4)

where Psamp (G) is a set of random linear functions to synthesize on the graph G and |G|
is its cardinality. The function CNOT count (G,M,wf ) returns the number of gates in the

synthesized circuit and 〈...〉 is used to average the count over all input matrices in Psamp (G).

The idea is to find the best rule for different architectures, circuit widths, and linear functions.

Normalization |G|−2 is used to cancel the cost quadratic scaling in |G|, to provide a similar

contribution from all graph sizes.

Table 1. Two-bit operations used for the weight function and their corresponding cost estimation.

3 possible different inputs yielding a total of 23 = 8 possible binary functions. The ZERO function

assigns zero weight to all edges and is thus irrelevant for our purposes, and the ONE function is
equivalent to an unweighted algorithm as all edges will hold the same weight. The cost function

from Eq. (4) was evaluated by averaging synthesis over 100 random matrices for each of 6 graphs
- grid and all-to-all architectures (low and high connectivity) with 9, 49, and 81 qubits. The

uncertainty in the cost evaluation is 0.1 gates per qubit count squared for all entries.

input
function

ZERO AND XOR OR NOR NXOR NAND ONE

00 0 0 0 0 1 1 1 1
01/10 0 0 1 1 0 0 1 1
11 0 1 0 1 0 1 0 1

RowCol cost - 4.1 3.6 3.6 3.8 3.8 3.5 3.7
SteinerGauss cost - 4.1 3.7 3.7 4.0 4.0 3.8 3.8

An illustration of the suggested heuristic is depicted in table 2, in which we compare the

steps of the augmented RowCol algorithm with the NAND heuristic to the steps of the original

RowCol algorithm for a certain example. A similar weighting method has been proposed in

(7) for phase polynomial synthesis, but differs from our work both in the problem it aims to

solve and in the specific edge weighting. In their work, for each parity, they create a complete

directed graph with the relevant qubits, then weight the edges according to e = (u, v) ,M ∈
Fn×m
2 → w (e,M) = h (Mu ⊕Mv)− h (Mv), and find a minimal spanning tree.

In order to update the weights, after each iteration, one should traverse all edges of the

coupling map and perform an operation with a time complexity of O (|V |). Consequently,
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Table 2. Illustration of the method. Operation of the RowCol algorithm on the same linear

function and coupling map, with (left) and without (right) the heuristic. In each step of the

process, the state of the parity matrix and the graph is presented, the terminal nodes are in gray
and the chosen Steiner tree edges are colored in red. After eliminating the first 2 columns and rows,

it is seen that the weighted algorithm has made larger progress, in terms of hamming distance

from I6, and used smaller trees. The weighted algorithm synthesis ended with a circuit containing
18 CNOTs, 9 less than the unweighted one. For brevity, the remaining steps are shown in the

appendix.

Step Weighted Unweighted

Col 0


1 0 0 1 1 0
0 0 1 0 1 1
0 1 1 1 1 1
1 0 0 0 1 1
1 1 0 0 1 1
0 1 0 0 1 1




1 0 0 1 1 0
0 0 1 0 1 1
0 1 1 1 1 1
1 0 0 0 1 1
1 1 0 0 1 1
0 1 0 0 1 1



Row 0


1 0 0 1 1 0
0 0 1 0 1 1
0 1 1 1 1 1
0 1 0 0 0 0
0 1 0 0 1 1
0 0 0 1 1 0




1 0 0 1 1 0
0 1 1 1 1 0
0 1 1 1 1 1
0 1 0 0 0 0
0 0 1 0 1 1
0 1 0 0 1 1



Col 1


1 0 0 0 0 0
0 0 1 0 1 1
0 1 1 1 1 1
0 1 0 0 0 0
0 1 0 0 1 1
0 0 0 1 1 0




1 0 0 0 0 0
0 1 0 1 0 1
0 1 1 1 1 1
0 1 0 0 0 0
0 0 1 0 1 1
0 1 0 0 1 1



Row 1


1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 1 1
0 0 1 1 1 1
0 0 1 0 1 1
0 0 0 1 1 0




1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 1 1
0 0 1 1 1 1
0 0 1 0 1 1
0 0 0 1 1 0



Col 2


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 1 1 1
0 0 1 0 1 1
0 0 0 1 1 0




1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 1
0 0 1 1 1 1
0 0 1 1 0 1
0 0 1 0 1 1
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the resulting complexity overhead of the heuristic is a polynomial addition of (|V | · |E|) for a

coupling graph with |V | nodes and |E| edges. To continue with the RowCol example, for an

n-qubit circuit, the algorithm performs n iterations, the computationally heaviest operation

in each being the Steiner tree search. Given that the approximate tree search complexity is

O (|S| (|V | log |V |+ |E|))(15), the enhanced program asymptotic runtime is

O

 |V |︸︷︷︸
#iterations

·

|V | · |E|︸ ︷︷ ︸
wt.track

+ |S| (|V | log |V |+ |E|)︸ ︷︷ ︸
SteinerTree


 = O

(
|V |4

)
(5)

which is equal to the complexity of the original RowCol algorithm.

4 Results

We now turn to present the performance results of the method for the two different algorithms

RowCol and SteinerGauss. As described in the Method section, we first looked for the optimal

weight rule by minimizing the cost function in (4). In this ”pre-training” process, we found the

NAND rule optimal for RowCol with an average cost of 3.5 gates per qubit number squared,

and for the SteinerGauss algorithm the OR heuristic yielded the optimal result, as can be

seen in the bottom part of table 1. Intuitively, since in the RowCol algorithm, one performs

row eliminations by linear combinations of other rows, reducing the number of dependent

rows will lead to better results. Therefore, the NAND operation, which favors cancellation of

the overlapping entries 1, was found to perform best. In figure 4 we depict the average CNOT

count of the algorithms, for various device connectivity architectures and sizes, showing a

substantial improvement for the weighted algorithms.

Since the method requires enough Steiner tree possibilities within the graph to make a

difference, the more connected the device, the larger the circuit size reduction. Our results

show a negligible change for the heavy-hex architecture which is within the error bounds, a

slight 1% boost given a grid of qubits, and up to more than 10% smaller circuits on complete

graphs. To quantify this claim, in figure 5a we present the synthesis performance as a function

of the connectivity of the graph. On a (fixed) 25-qubit device initially containing only chain

nearest neighbor edges, we compare the synthesis of the same matrices as we add randomly

selected connecting edges. Clearly, the weighted algorithm uses the higher connectivity more

intelligently. The improvement is even greater when we look at the depth metric within the

simulation mentioned, as seen in figure 5b. We explain this gap by the fact that during the

unweighted algorithm the lowest (by index) Steiner nodes are chosen repeatedly, while the

weight analysis forces a more diverse choice, which opens the possibility for parallel gates

and lower overall synthesis depth. Naturally, the performance of the algorithms depends

on the input linear circuit properties as well. We have trialed random input circuits with an

increasing number of CNOTs and analyzed the properties of the re-synthesized circuits. From

figure 7a (7b) we infer that the more CNOTs in the input circuits, the larger the reduction

in the size (depth) of the output circuits. This gain reaches saturation since the GL2(n)

group contains a finite number of unique operations, many of the two-qubit operations in

input circuits of large size cancel each other out, and the average synthesis cost approaches a

constant value.
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Fig. 4. Benchmarking. Each marker represents an average result over one hundred reversible
matrices of the same size, standard deviations are around tens of gates thus not visible. Markers
are grouped by algorithm (symbol) and weights (color). The weighted RowCol algorithm uses

the NAND heuristic, while the SteinerGauss results shown are with the OR rule. The blue

dashed line together with the right axis represents the weighted version improvement, calculated

by 1 −
〈

CNOTcount(G,M,wNAND)
CNOTcount(G,M,wconst)

〉
.

5 Conclusion

In this paper, we present a general heuristic to improve Steiner tree algorithms. The pro-

posed approach has been tested on the RowCol and SteinerGauss algorithms, improving

their performance on varying architectures and linear functions. Our benchmarking showed

that the heuristic is most useful in cases where the graphs are highly connected or where

large circuits need to be synthesized. In addition, the complexity overhead of the heuristic

is minimal, making it suitable for real-world applications. This work lays the foundation for

future algorithms that can be built upon the proposed heuristic, adjusting the assignment of



730 Linear circuit synthesis using weighted Steiner trees

50 100 150 200 250

No. of edges

300

400

500

600

700

800
M

e
a
n
C
N
O
T

co
u
n
t

Connectivity dependency RowCol; 25 qubits

Weighted

Unweighted

(a) size

50 100 150 200 250

No. of edges

125

150

175

200

225

250

275

300

M
e
a
n
D
e
p
th

Connectivity dependency RowCol; 25 qubits

Weighted

Unweighted

(b) depth
Fig. 6. synthesis performance as a function of the coupling map connectivity
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Fig. 8. input circuit CNOT count dependency. In all of these simulations, the coupling map is

fixed to be a complete graph with 25 qubits. Each point represents the average result over 100
random parity matrices with the same amount of row operations (sometimes annulling) on the

identity.

the weights to new optimization tasks and methods in the field.
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Appendix A End of Illustration

In this appendix, we present the remaining elimination steps of the example presented in

the main text, depicted in table A.1. The resulting circuits of this synthesis example appear

in figure A.2
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Table A.1. Remaining steps of the example from table 2

Step Weighted Unweighted

Row 2


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 1
0 0 0 1 0 0
0 0 0 1 1 0




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0
0 0 0 1 1 0



Col 3


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 1
0 0 0 1 0 0
0 0 0 1 1 0




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 1
0 0 0 0 1 0
0 0 0 1 1 0



Row 3


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 1
0 0 0 0 1 1
0 0 0 0 1 0




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 1 1
0 0 0 0 1 1
0 0 0 0 1 0



Col 4


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 0




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 0



Row 4


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 0 1




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 0 1
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q0 :q0 : •
q1 :q1 : • •
q2 :q2 : • • •
q3 :q3 : • • •
q4 :q4 : • • • • • •
q5 :q5 : • • •

(a) weighted

q0 :q0 : •
q1 :q1 : • • • •
q2 :q2 : • • •
q3 :q3 : • • • • • •
q4 :q4 : • • • • • • • • •
q5 :q5 : • • • •

(b) unweighted

Fig. A.2. Resulting circuits


	Introduction
	Preliminaries
	Method
	Results
	Conclusion

